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1. Experimental Methods 

1.1 General approach 

The dissociation experiments for CHD3 on Ni(111) were done at Tufts University1 and the 

experiments on the platinum surfaces at the EPFL2–10. The experimental methods employed for 

the Ni(111) measurements have been published previously11 and we will not reproduce that 

information here. The molecular beam/surface science machine at the EPFL7 consists of a triply 

differentially pumped molecular beam source chamber attached to an ultrahigh vacuum (UHV) 

chamber, with a base pressure of 5x10-11 mbar. A continuous molecular beam was produced by 

expanding a 1.5% CHD3 in H2 mixture through a nozzle held at constant temperature in the range 

of 298 K to 650 K. This created molecules with a well-defined incident translational energy (〈𝐸𝑖〉) 

between 58 kJ/mol and 120 kJ/mol (see Table S2). The CHD3 collided with the Pt(111) or Pt(211) 

surface, held at 500 K or 650 K respectively, at incidence normal to the surface.  

The initial sticking coefficients (𝑆0) for the dissociative chemisorption of CHD3 on Pt(111) 

and Pt(211) were measured using the King and Wells (K&W) beam reflectivity technique3,12. We 

first measured the laser-off reactivity (𝑆0
𝑜𝑓𝑓

) for a range of 〈𝐸𝑖〉, which was achieved by varying 

the nozzle temperature (Tn). This also changed the rotational and vibrational state populations in 

the molecular beam. Whilst rotational cooling is efficient in the supersonic expansion (Trot  ≈ 10 to 

40 K), vibrational cooling is inefficient with Tvib taken to be the same as Tn. The measured 𝑆0
𝑜𝑓𝑓

 

reflect the vibrationally averaged reactivity at each incident kinetic energy. 

We measured the quantum state resolved reactivity for CHD3 molecules prepared with a 

single quantum of CH stretch vibration (𝜈1) on Pt(111) and Pt(211). Infrared laser pumping was 

used to excite the incident CHD3 from v=0, J=1 and K=1 to 𝜈1=1, J=2 and K=1 by rapid adiabatic 

passage (RAP) 13. As a number of rotational and vibrational states are populated in the incident 
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beam, the infrared pumping prepares only a fraction (𝑓exc) of the incident CHD3 in the selected 

rovibrational state. Therefore, the state resolved reactivity 𝑆0
𝜈1=1

 (𝜈1=1, J=2 and K=1) is obtained 

from the difference of the two averaged measurements 𝑆0
𝑜𝑛  and 𝑆0

𝑜𝑓𝑓
 , with and without infrared 

pumping as described in Sec. 1.5.2.  

Further specific details about the experimental methods, results, and data analysis for both 

the Pt(111) and Pt(211) measurements can be found in the sections below.  

 

1.2 Molecular beam and surface preparation 

Sticking coefficients were measured using CHD3 (Cambridge Isotope Laboratory, 99% 

isotopic purity, 98% chemical purity) diluted to 1.5% concentration in H2 (99.9999%). The 1.5% 

CHD3 in H2 mix was further purified by a Supelpure oxygen/moisture trap in the gas line before 

reaching the nozzle. The molecular beam was formed by expanding the gas mixture through a 

stainless steel nozzle with a 50 µm diameter hole, using backing pressures of between 1.4 bar and 

2 bar. A K-type thermocouple was spot welded to the end of the nozzle to monitor Tn during the 

measurements. The nozzle was resistively heated to up to 650 K to control the incident translational 

energy of the molecular beam to minimize the influence of thermal vibrational excitation on the 

measured sticking coefficients. An SRS PTC10 temperature (PID) controller was used to stabilize 

Tn to ±0.1 K. 

The Pt(111) surface (Surface Preparation Laboratory), cut to within 0.1 of the (111) plane, 

was mounted on two tungsten wires attached to a liquid nitrogen cooled bath cryostat14. The 

surface temperature was measured by a K-type thermocouple inserted in a hole cut by spark 

erosion into the side of the crystal. The Pt(111) sample could be heated to temperatures greater 
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than 1100 K by passing a DC current through the tungsten wires and cooled through thermal 

contact with a liquid nitrogen reservoir to 80 K.  

The Pt(211) surface (Surface Preparation Laboratory), cut to within 0.1 of the (211) plane 

was placed in a tantalum holder which was mounted between two tungsten wires in the UHV 

chamber. A K-type thermocouple was spot-welded to the tantalum holder and used to monitor the 

temperature of the surface. From temperature programmed desorption (TPD) measurements we 

estimate there was at most a 10 K difference in temperature between the tantalum holder and the 

platinum surface. The Pt(211) surface could be resistively heated to over 1100 K, and cooled using 

liquid nitrogen to 100 K.  

 During the deposition measurements, the surface temperature (Ts) of the Pt(111) crystal 

was maintained at 500 K, and the Pt(211) crystal at 650 K using an SRS PTC10 temperature (PID) 

controller. These temperatures were used as they were above the recombinative desorption 

temperature of H2 and other contaminants (see Sec. 1.6). Between consecutive measurements, the 

surface was cleaned using argon sputtering at a pressure of 1x10-7 mbar for 10 minutes, and 

annealing at 1100 K for 2 minutes. The surface cleanliness was verified by Auger electron 

spectroscopy.    

 

1.3 Molecular beam characterization 

In a supersonic expansion, cooling of the translational and rotational degrees of freedom is 

efficient, whereas vibrational cooling is inefficient. This has consequences for both the 

experiments and calculations. For the experiments, the extent of vibrational and rotational cooling 

determines the population of the v=0, J=1 and K=1 state of CHD3 from which the laser excitation 

takes place and therefore the maximum 𝑓exc which can be prepared by infrared pumping in a 
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specific rovibrationally excited state. For the calculations, it is important to reproduce the actual 

experimental parameters such as the distribution of thermally populated vibrational states to allow 

accurate simulations to be performed. The vibrational state distribution in the molecular beam was 

modelled using a Boltzmann distribution for a given Tn used in the experiment.  

 

1.3.1 Translational energy distribution 

The velocity distribution of the molecular beam was determined with time-of-flight (TOF) 

methods using an on-axis quadrupole mass spectrometer (QMS) (Pfeiffer QMG 421) in 

conjunction with a fast chopper wheel spinning at 200 Hz. The QMS records the distribution of 

arrival times of methane in the chopped molecular beam. The measured time-of-flight profiles are 

fit by a flux weighted Maxwell Boltzmann velocity distribution15 to obtain the stream velocity (v0) 

and the width parameter (𝛼) which characterizes the spread of velocities in the molecular beam. 

The fitting method deconvolutes the known chopper function from the measured distribution and 

accounts for the ion flight time and the delay between the chopper opening and the trigger signal. 

Table S2 lists the values of Tn, v0 and 𝛼 obtained experimentally, which were used as inputs to the 

ab initio molecular dynamics (AIMD) calculations to ensure the initial velocity distributions of 

the beams were modelled accurately.   

 To be able to determine the chopper delay and the ion flight time with sufficient accuracy, 

the QMS was mounted on a translation stage, and TOF profiles were measured at different chopper 

to QMS distances (d), as shown in the left hand panel of Fig. S4. For each value of d, the chopper 

delay and ion flight time do not change, meaning the change in the TOF distribution is only due to 

Δd. The TOF profiles measured at each d are fit to a flux weighted Maxwell Boltzmann velocity 

distribution 15 to obtain t0, which can then be plotted against Δd to obtain the velocity, as shown 
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in the right hand panel of Fig. S4. These measurements were repeated for a range of gases (He, 

Ne, Ar, 1% CH4 in H2 and 1.5% CHD3 in H2) for several different values of Tn to obtain molecular 

beam velocities between 600 ms-1 and 3500 ms-1. From these measurements, we determined the 

ion flight distance and the chopper delay, as well as the neutral flight distance for a fixed chopper 

to QMS distance. Once calibrated, this allowed the velocity distribution of the CHD3 in the 

experiments presented here to be obtained from a single TOF measurement.  

 

1.4 Infrared laser excitation of CHD3 in the molecular beam 

For the laser-on measurements, CHD3 was prepared with a single quantum of CH stretch 

(ν1) using a continuous wave optical parametric oscillator (Argos Aculight) (OPO). The C-module 

provides a tunable source of infrared radiation in the CH stretch region with a narrow linewidth 

(less than 1 MHz) and an output power of over 3 W. The OPO idler frequency was stabilized to 

the 1R(1) branch transition at 3005.578 cm-1 by locking to a Lamb-dip detected in a static gas 

absorption cell filled with 50 µbar of CHD3 
16. Almost 3 W of the OPO idler power was used for 

excitation of CHD3 in the molecular beam from the initial state (v=0, J=1 and K=1) to the final 

state (𝜈1=1, J=2 and K=1) by RAP in order to maximize the excited fraction13. To achieve RAP, 

the OPO idler beam is focused by a cylindrical lens to create curved wavefronts of the IR field in 

the crossing region with the molecular beam. This wavefront curvature produces a frequency 

sweep due to the Doppler effect when the molecules in the molecular beam cross the excitation 

laser beam. With optimized conditions, this frequency sweep can be used to completely transfer 

the population from an initial rovibrational state to a final rovibrational state13 by RAP. With the 

high velocity of the molecules in the present study (𝜈𝐶𝐻𝐷3  > 2400 ms-1) and the Einstein coefficient 

for ν1 in CHD3 (which is lower than for ν3 in CH4 
17), between 60% and 90% of the initial 
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rovibrational state population in the CHD3 was transferred to the final rovibrational state through 

RAP, with the percentage decreasing with increasing molecular beam velocity.  

 

1.4.1  Determination of 𝑓exc 

To determine the fraction of the incident CHD3 prepared in the ν1=1, J=2 and K=1 

rovibrational state, a room temperature pyroelectric detector was used. As this detector is only 

sensitive to changes in energy, the excitation laser was chopped at 2 Hz and a lock-in amplifier 

(Stanford Research Systems SR510) used to demodulate the signal. To be able to equate this signal 

to the flux of excited molecules, a calibration was done using a 3% CH4 in He gas mix. We used  

CH4 as fewer rotational levels have to be probed to determine the fraction of molecules in each 

rotational state.  

 For the calibration, we measured the total flux of CH4 molecules into the UHV chamber 

with the same off-axis QMS (Pfeiffer QMG 422) that was used for the K&W measurements. 𝑓exc 

was calculated as: 

𝑓exc = 𝑓rot𝑓vib𝑓RAP (S1) 

where 𝑓rot is the fraction of molecules in the initial rotational level, 𝑓vib is the fraction of molecules 

in v=0 and 𝑓RAP is the fraction of molecules in the ground rovibrational level excited through RAP. 

𝑓rot was determined by recording the fluence dependence of the pyroelectric detector signal for 

excitation of the 𝜈3 antisymmetric stretch vibration for the four lowest rotational levels of ortho-

CH4 (In=1) via the R(1), R(2)-F2, R(3)-F1 and R(3)-F2 transitions at Tn = 298 K, 350 K and 400 K. 

The R(4)-F2 transition was also probed, but no significant population was found in this state at the 

Tn investigated. The fraction of molecules in the given rotational level was calculated as the ratio 

of the asymptotic pyroelectric detector signal for this level divided by the sum of the asymptotic 
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signals for all four levels at a given Tn. As the different nuclear spin isomers of CH4 do not 

interconvert in a supersonic expansion18, 9/16=56% of the molecules are in the ortho-CH4 nuclear 

spin isomer. 𝑓rot is given as the product of these two values.  

 𝑓vib was calculated from a Boltzmann distribution for a given Tn neglecting vibrational 

cooling in the supersonic expansion. Since RAP was verified to cause complete population transfer 

from the initial rovibrational state to the final rovibrational state for the 3% CH4 in He mix we 

used, 𝑓RAP=1. 𝑓exc could then be determined using Eq. (S1), and the flux of excited molecules as 

the product of 𝑓exc and total CH4 flux. The pyroelectric detector signal was plotted against the flux 

of excited CH4 molecules, which produced a linear calibration, as shown in Fig. S5. From this 

calibration performed for CH4, the flux of vibrationally excited CHD3 could be determined from 

the measurements of the pyroelectric detector signal presented here, taking into account the 

rovibrational energies of the CHD3 (𝜈1=1) and CH4 (𝜈3=1) states excited in the experiments. 𝑓exc 

immediately follows as this flux value divided by the total flux of CHD3 molecules into the UHV 

chamber. 

 

1.5 The measurement of 𝑆0
𝑜𝑓𝑓

, 𝑆0
𝑜𝑛 and the determination of 𝑆0

𝜈1=1
 

The sticking coefficients were measured using the K&W beam reflectivity method3,12. This 

technique monitors the drop in partial pressure of CHD3 by a QMS when an inert flag is removed 

from the molecular beam and molecules collide with the reactive surface, providing an accurate 

and self-calibrating way of obtaining 𝑆0. In the measurements presented here, we monitored the 

change in partial pressure of mass 19. Experiments were also done monitoring mass 17 and the 

same value of 𝑆0 was obtained, demonstrating that there was no other significant source of mass 
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19 which perturbed the measurements. We also confirmed that the response of the QMS to changes 

in partial pressure was linear over the range used in the experiments.   

  

1.5.1 The King and Wells beam reflectivity method 

A typical K&W trace is presented in Fig. S6, for a 1.5% CHD3 in H2 mix on Pt(111) with 

an incident translational energy of 82 kJ/mol, obtained for Tn=400 K, without laser excitation. A 

schematic of the molecular beam path is also shown in Fig. S7. The initial rise in the 19 amu signal 

at 𝑡 =-60 s corresponds to opening of the separation valve between the molecular beam source 

chamber and UHV chamber and the molecular beam being scattered from the inert flag. For 𝑡<0 

s, the molecular beam is scattered by an inert beam flag which blocks the molecular beam from 

hitting the surface. The QMS signal obtained with the flag closed corresponds to a measurement 

of the total flux of the molecular beam. At 𝑡=0 s, the K&W flag is opened and the molecular beam 

hits the clean Pt surface, with the drop in the QMS signal due to the molecules that dissociate on 

the surface. At t=20 s the beam flag was closed again, and the separation valve shut at 𝑡=80 s. The 

sticking coefficient (𝑆(𝑡)) at time 𝑡 is given by: 

𝑆(𝑡) =
∆𝑃(𝑡)

𝑃
 

(S2) 

where 𝑃 is the average partial pressure rise for 𝑡<0 s when the molecular beam scatters off the 

inert K&W flag, and ∆𝑃(𝑡) is the decrease in partial pressure at time 𝑡 after the beam flag is opened 

and the surface is exposed to the molecular beam for a time t. These changes in partial pressure 

are shown by arrows in Fig. S6.  

𝑆0
𝑜𝑛 was determined by the same methods as for 𝑆0

𝑜𝑓𝑓
, except that a fraction of the incident 

CHD3 was prepared state selectively in 𝜈1=1, J=2 and K=1. Each sticking coefficient presented 

here is from the average of between two and five measurements.  
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1.5.2 Obtaining 𝑆0
𝑜𝑓𝑓

, 𝑆0
𝑜𝑛 and 𝑆0

𝜈1=1
 

To determine the average laser-on and laser-off sticking coefficients, 𝑆0
𝑜𝑛  and 𝑆0

𝑜𝑓𝑓
, the 

time dependence of the QMS signal was fit using a double exponential decay3: 

𝑆(𝑡) = 𝐴1𝑒−𝑘1𝑡 + 𝐴2𝑒−𝑘2𝑡 (S3) 

where 𝐴1 + 𝐴2 = 𝑆0 and 𝑘i account for the rate at which the sticking coefficient decreases. The fits 

to the laser-off (black) and laser-on (red) data obtained using Eq. (S3) for the dissociation of CHD3 

on Pt(111) at an incident energy of 82 kJ/mol are shown in Fig. 1D as solid red and black lines 

respectively.  

The value of 𝑆0
𝑜𝑛 in these measurements does not correspond to the quantum state resolved 

sticking coefficient for ν1, 𝑆0
ν1=1

. This is because not all the CHD3 in the incident molecular beam 

is vibrationally excited, and the molecules that are not excited by the laser can still make a 

significant contribution to the observed reactivity. 𝑆0
ν1=1

 is calculated from 19,20: 

𝑆0
ν1=1

=
𝑆0

𝑜𝑛  − 𝑆0
𝑜𝑓𝑓

 

𝑓exc
+ 𝑆0

𝑣=0 
(S4) 

where 𝑆0
𝑣=0 is the sticking coefficient for molecules in the vibrational ground state, v=0. 

  

1.5.3 Obtaining 𝑆0
𝑣=0 

To determine the state resolved sticking coefficient, 𝑆0
𝜈1=1

 using Eq. (S4),  𝑆0
𝑣=0 is needed. 

At the highest nozzle temperature used for the laser-on measurements (Tn=500 K) and assuming a 

Boltzmann distribution at Tn for the vibrational level populations, we estimate that 80% of CHD3 

molecules are in the vibrational ground state v=0 and the remainder in low lying bending 

vibrations. We therefore assume that the measured average laser-off  sticking coefficient is a close 

upper limit to 𝑆0
𝑣=0 and use 𝑆0

𝑜𝑓𝑓
 instead of 𝑆0

𝑣=0 when calculating S0
ν1=111. To investigate the 
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validity of this, both 𝑆0
𝑜𝑓𝑓

 and 𝑆0
𝑣=0 were computed from the AIMD calculations, and the difference 

between the values found to be within the error bars of the experiment.  

 

1.6 Influence of adsorbates on the measurements of  𝑆0 

The surface reactivity of CHD3 was measured on Pt(111) at Ts=500 K and for Pt(211) at 

Ts=650 K. These surface temperatures were used as they are sufficiently above 400 K where 

hydrogen recombinatively desorbs from Pt(111) and Pt(211)21–24 preventing passivation of the 

surface by adsorbed H. Different temperatures were used for the two surfaces as CO molecularly 

desorbs from Pt(111) at Ts=450 K25,26 and from Pt(211) at Ts=600 K27,28. We chose to work at 50 

K above these desorption temperatures so any trace contaminant of CO in the molecular beam will 

not passivate the surface.   

 On the Pt(111) surface, recombinative desorption of CH3(ads) with H(ads) atoms to 

produce CH4(g) has been observed at surface temperatures above 240 K22, which could potentially 

lead to a loss of CH3(ads) and lead to an underestimation of the sticking coefficients. As the methyl 

fragments will dehydrogenate more quickly at Ts= 500 K29 than at Ts=240 K, and H(ads) desorbs 

by recombinative desorption as H2(g)21,22, the recombinative desorption of the dissociated methane 

will not occur significantly in the measurements presented here. For Pt(211), TPD measurements 

showed that CH3(ads) dehydrogenates below 550 K, leading to the conclusion that recombination 

is also negligible for the Pt(211) surface.  

 

1.7 Additional experimental considerations 

The measurement of 𝑆0 at high incident kinetic energies presents a number of experimental 

challenges, the first of which is to create a fast molecular beam. High Ei can be achieved by using 
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a light carrier gas, by increasing the nozzle temperature, or a combination thereof. Raising Tn 

increases the population of the low lying vibrationally excited states, which is problematic for the 

AIMD calculations (see Sec. 2.1). Therefore, we use a dilute mixture of CHD3 in H2 instead of He, 

as the same incident energy can be achieved at a lower nozzle temperature. Seeding in H2 however 

restricts the measurements to Ts > 400 K in order to prevent the surface passivation by adsorbed 

H atoms21–24. 

Another advantage of seeding in H2 is the lower Tn needed leads to a higher population of 

v=0 which results in a larger 𝑓exc for the laser-on measurements. As can be seen from Eq. (S4), the 

difference between 𝑆0
𝑜𝑓𝑓

 and 𝑆0
𝑜𝑛 is dependent on 𝑆0

ν1=1
× 𝑓exc, so a larger 𝑓exc gives a larger 

difference between the laser-on and laser-off measurements. With increasing nozzle temperatures, 

𝑓exc decreases as there are fewer molecules in the initial rovibrational state to excite, and as RAP 

becomes less efficient for faster molecular beams. 𝑆0
𝑜𝑓𝑓

 also gets larger with increasing nozzle 

temperature as the population of the low lying vibrational levels increases. These two factors 

combined make the measurement of 𝑆0
𝜈1=1

 at high Tn experimentally challenging, leading to a 

preference for H2 over He as seed gas since it allows us to reach a given Ei at lower Tn. 

 The final limiting factor in the determination of the state resolved sticking coefficients is 

how strongly vibrational excitation promotes the reactivity of the molecules. On Ni(111), the 𝜈3 

vibrational efficacy () for the dissociation of CH4 is high (=1.2530), i.e. vibrational energy 

promotes the reactivity more strongly than translational energy. On Pt(111), the efficacy is less 

than one (=0.73,8) i.e. vibrational excitation promotes the reactivity less efficiently than 

translation. This reduces the translational energy range over which it is possible to accurately 

measure state resolved sticking coefficients. For the Pt(211) measurements 𝑆0
𝜈1=1

 does not change 

significantly over the range of translational energies it was measured, suggesting that the value 
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obtained is close to its asymptotic value. As 𝑆0
𝑜𝑓𝑓

 was still increasing exponentially, the difference 

between 𝑆0
𝑜𝑓𝑓

 and 𝑆0
𝑜𝑛 decreased with increasing 𝐸𝑖 more rapidly than in the Pt(111) 

measurements, reducing the range of energies over which we could determine state resolved 

sticking coefficients on Pt(211). 

 

2. Theoretical methods. 

Here we describe the SRP-DFT methodology used for CHD3 on Pt. The implementation 

used for CHD3 on Ni(111) has been discussed in detail in Ref.11. 

 

2.1 Joint experimental-theoretical strategy 

In this work we exploit the semi-empirical DFT approach called SRP-DFT31 that has been 

proven successful on different molecule-metal surface systems such as H2 on Cu(111)32, H2 on 

Cu(100)33, D2 on Pt(111)34 and recently CHD3 on Ni(111)11. The standard procedure to develop 

an SRP functional is to mix two standard GGA density functionals by tuning a single parameter in 

order to fit the outcome of simulations to a particular experimental observable that depends on the 

minimum barrier height (e.g., 𝑆0
𝑜𝑓𝑓

) and then to validate the functional by reproducing different 

experiments (e.g., 𝑆0
𝜈1=1

) on the same system. More recently the SRP approach has used a GGA 

exchange functional but a non-local correlation functional35,36. The main aspects of the approach 

are discussed here and in the following sections while more details can be found in Ref11. 

AIMD5,37 is used to develop and test the SRP functional exploiting the quasi-classical 

trajectory (QCT) approach, in which vibrational zero-point energy (ZPE) is initially imparted to 

the molecule. For the experimental conditions we address, AIMD-QCT is the method of choice to 

effectively simulate molecular beam experiments and to test the validity of the semi-empirical SRP 
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approach we are developing. The main reason to choose AIMD over a higher level of theory (i.e., 

quantum dynamics)38–44 is the possibility to include explicitly in the simulation all the degrees of 

freedom (DOF) of the system without any dynamical approximations. Not only is it possible to 

include all the molecular DOFs, but the surface atom motion, which is known to be important for 

the dissociation of methane on metal surfaces45, is also accounted for. Another advantage of AIMD 

is that the forces are computed on-the-fly on a DFT level without the need to fit a high dimensional 

potential energy surface (PES). Extension to reactions affected by electron-hole pair excitation, 

which is not expected to be important for the systems treated here46, are possible by combining 

SRP-DFT with AIMD methods that include electronic friction47. Due to limits to present-day 

computational resources, AIMD cannot be comfortably used to compute reaction probabilities < 

1%. However, as recently demonstrated for N2 + Ru(0001) high dimensional PESs also describing 

the motion of the surface atoms can now be obtained with a neural network approach48, which also 

can be coupled with the SRP scheme. 

In order to ensure a meaningful comparison between experiments and AIMD-QCT 

simulations, many aspects have to be considered, both on the experimental and on the theoretical 

side. First, the total energy of the molecule (translational + vibrational) has been chosen to be well 

above the minimum ZPE corrected barrier. This ensures the applicability of the QCT approach 

because under such conditions the reaction occurs in the classical “over-the-barrier” regime5,49. 

Second, the molecular beams have been produced using Tn as low as possible, taking advantage of 

H2 seeding, so that most of the molecules (from 60% to 97%, depending on Tn) are in the 

vibrational ground state. This limits the deficiencies of the QCT method in describing the reactivity 

of CD excited vibrational states due to artificial intramolecular vibrational energy redistribution 

(IVR) caused by the availability of resonant vibrations11. For the same reason the 𝜈1=1 excited 
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state of CHD3 has been chosen to compare theoretical and experimental state selected reaction 

probabilities. This excited vibrational state possesses 95% of CH stretch character50 and, due to 

the lack of Fermi resonances, energy imparted to this normal mode in the gas phase remains 

localized on a time scale comparable with the collision time11,51. The reactivity of  𝜈1=1 CHD3 is 

therefore unlikely to be affected by IVR5,51. Third, the Ts has been chosen well above the Debye 

temperature (TD) of platinum bulk (i.e. 234 K)52 and therefore also above TD for the Pt(111) 

(estimated to be between 111 and 143 K)53–55 and the Pt(211) surfaces. At Ts>TD quantum effects 

are not expected to significantly affect the molecule-surface energy exchange dynamics, making 

such conditions suitable for AIMD simulations.  

Specifically, for values of Ts higher than the Debye-Waller temperature the validity of a 

classical approach to dynamics calculations on scattering from a surface can be assessed by 

computing the argument to the Debye-Waller factor56 (2𝑊 =
3𝑝2TS

𝑀𝐶𝑘𝑏TD
2), where 𝑝2 is the average of 

the square of the change in momentum of a scattering molecule, 𝑀𝐶  the mass of a surface atom 

and 𝑘𝑏 the Boltzmann constant. Experience suggests that treating the surface vibrations classically 

works well for Ts > TD for values of 2𝑊 greater than 657,58 (note that 2W is a dimensionless 

quantity). For methane scattering from Pt(111) and Pt(211) at the lowest 〈𝐸𝑖〉 investigated under 

laser-off conditions (81.7 kJ/mol and 58.2 kJ/mol for Pt(111) and Pt(211), respectively), our 

calculations show a values of about 240 and 150 (for Pt(111) and Pt(211), respectively) for the 

Debye Waller argument 2𝑊. This suggests that, under the conditions we are investigating, the 

energy transfer to the surface phonons happens classically. 

In addition, the experiments have been performed using well defined beam parameters and 

Tn (see Table S2) allowing an accurate sampling of the initial collision energy and of the 

rovibrational population in the simulations. 
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2.2 SRP density functional approach 

The semi-empirical method we are using is a variant of the SRP approach originally 

proposed by Truhlar and coworkers31,59. Our SRP implementation allows improvement over the 

accuracy of standard GGA functionals, which is in general not quantitative for molecule-surface 

systems. The SRP strategy consists of selecting an experimental observable that depends on the 

minimum barrier height, in our case 𝑆0, and to choose two functionals that predict 𝑆0 values that 

are systematically too high and too low compared to the experimental data. For many molecules 

reacting on a metal surface32,40,60–64 the exchange functionals of choice are PBE65 and RPBE66, 

with the first known to usually underestimate and the second to overestimate barrier heights for 

these systems when combined with the PBE correlation functional (Eq. (S5), below) or a non-local 

vdW correlation functional (Eq. (S6), below). The SRP exchange correlation functional (𝐸𝑋𝐶
𝑆𝑅𝑃) is 

then defined as a linear combination of the chosen GGA functionals: 

𝐸𝑋𝐶
𝑆𝑅𝑃 = 𝑥 ∙ 𝐸𝑋𝐶

𝑅𝑃𝐵𝐸 + (1 − 𝑥) ∙ 𝐸𝑋𝐶
𝑃𝐵𝐸 (S5) 

where x is an adjustable parameter that allows us to tune the performance of the functional in 

order to fit theoretical 𝑆0 values to a set of experimental results. Once the mixing parameter is 

identified the SRP functional is tested and validated by simulating a different set of experimental 

data (in our case initial-state selected reaction of CHD3 in ν1=1). 

As already successfully applied to CHD3 on Ni(111)11, the van der Waals interaction can 

be accounted for by replacing the PBE correlation functional present in PBE and RPBE by the 

vdW-DF correlation functional (𝐸𝐶
vdW-DF) developed by Dion et al.35,67. This correlation functional 

has been shown to improve the description of weakly activated dissociation63 while maintaining 

the same accuracy of68, or improving the accuracy11 over that achieved using Eq. (S5) for highly 

activated dissociation systems. In addition, the vdW-DF correlation functional is non-empirical 
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being based on first principles69. The general formulation of the SRP functional used in this and 

previous work11 uses a linear combination of the two GGA exchange functionals (EX) plus vdW-

DF correlation: 

𝐸𝑋𝐶
𝑆𝑅𝑃 = [𝑥 ∙ 𝐸𝑋

𝑅𝑃𝐵𝐸 + (1 − 𝑥) ∙ 𝐸𝑋
𝑃𝐵𝐸] + 𝐸𝐶

vdW-DF (S6) 

The SRP functional is constructed as much as possible11 on the basis of non-empirical, constrained-

based functionals (including the spin-scaling relationship, the Lieb-Oxford bound, and the 

recovery of the uniform gas limit35,65 that should ensure applicability to metals 70). 

 

2.3 Influence of the spin-polarized implementation of the vdW correlation functional on the 

barrier energy for CH4 + Ni(111) 

The nonlocal correlation functional that has been proposed by Dion et al.35 to account for 

van der Waals interactions has originally been formulated in a spin-restricted formalism. A first 

implementation that has appeared in electronic structure codes and that allowed for spin-polarized 

vdW-DF calculations consisted in evaluating the (spin-unpolarized) nonlocal correlation 

functional from Ref.35 based on the total electron density (spin up density + spin down density). 

In previous work11, we have used this spin-polarized generalization of the otherwise spin-

unpolarized vdW correlation functional as implemented in VASP 5.3.5 in order to fit the SRP 

functional to experimental dissociation probabilities for CHD3 on Ni(111) (SRP32-vdW, i.e. Eq. 

(S6) with x=0.32). We show here that the SRP32-vdW minimum energy barrier for methane 

dissociation on Ni(111) does not significantly change if the recently proposed extension of the 

vdW nonlocal correlation to spin-polarized systems by Thonhauser et al.71 is employed instead. 

These findings suggest that the SRP32-vdW functional should accurately describe the reaction of 
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methane on Ni(111) also if paired to the more rigorously derived spin-polarized implementation 

of the vdW correlation functional from Ref.71. 

We have used here the minimum energy barrier geometry as obtained earlier through 

climbing image nudged elastic band (CI-NEB) calculations for CH4 reacting on Ni(111)11. In order 

to perform DFT calculations using the spin-polarized extension of the vdW correlation functional 

from Ref.71, we have employed the quantum ESPRESSO (QE) DFT package72, where we have 

implemented the exchange part of the SRP32-vdW functional through a modified version of the 

LIBXC exchange-correlation functional library73. Projector augmented wave (PAW)74,75 

potentials from the pseudopotential library pslibrary76 (version 1.0.0) have been employed, with 

an energy cut off for the plane wave expansion corresponding to 46 Ry (1 Ry ≈ 13.606 eV ≈ 

1312.75 kJ/mol). All the other computational parameters (k-points, smearing, number of atomic 

layers, etc.) have been set as in the VASP calculations performed in Ref.11. A vacuum space of 13 

Å has been employed to separate periodic replicas of the slab. The barrier energies (Eb values) 

reported in Table S3 are calculated as the difference between the total energy of the transition state 

configuration and the total energy of the asymptotic configuration, in which a molecule in its 

equilibrium geometry is placed 6 Å away from the surface. Considering that the purpose here is to 

compare functionals (and functional implementations) for given geometries, we find it instructive 

to also include in the comparison presented below Eb values calculated with the PBE functional65,77 

and with the original formulation35 of the vdW-DF69,71,78,79 functional (i.e. with revPBE 

exchange80) while using the SRP32-vdW transition state geometry and lattice constant.  

The results are summarized in Table S3 (note that the reported barrier heights are not yet 

corrected for the finite interaction the molecule still has with the surface at Z = 6 Å, in contrast to 

the values reported in the main paper, but this does not affect the comparison for the present 
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purpose). VASP and QE predict very similar Eb values for all the functionals investigated. When 

using the PBE functional, the two codes return energies for the considered transition state geometry 

that differ by only 0.2 kJ/mol. We take this to imply that the pseudopotentials used in the VASP 

and QE calculations are of a very similar quality, and that the use of the different pseudopotentials 

by itself should not lead to different energetics beyond a few tenths of a kJ/mol. For the two 

functionals that make use of the vdW correlation, i.e. the vdW-DF and the SRP32-vdW 

functionals, the agreement is still very good (the difference is about 1 kJ/mol, i.e. less than 0.25 

kcal/mol), which suggests that the two vdW correlation implementations for spin-polarized 

systems do not predict significantly different energetics for methane reacting on Ni(111). In view 

of this small energy difference, we argue that using the earlier VASP implementation of the vdW 

correlation functional (and not yet the spin-polarized adapted version of Ref.71), and subsequently 

using the SRP density functional derived in this way also for CHD3 + Pt(111), was justified, and 

should not lead to changes of any of our main conclusions. 

 

2.4 Electronic structure calculations 

All the DFT calculations (excluding the QE calculations reported in Sec. 2.3) have been 

performed using the VASP code (version 5.3.5)81,82. The plane wave basis set expansion has been 

cut off at 350 eV and a 0.1 eV wide Fermi smearing has been used to facilitate the convergence. 

The core electrons have been described through the PAW74,75 method; the pseudopotentials used 

have been generated with the PBE functional and model explicitly 4 and 10 valence electrons for 

C and Pt, respectively.  The first Brillouin zone has been sampled with a 4x4x1 Γ-centered k-point 

grid. This setup has been tested for accuracy as described in the following paragraphs.  
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The Pt bulk lattice constant has been optimized with the SRP32-vdW functional and the 

result (i.e., 4.02 Å) is in reasonable agreement (difference of 2.7 %) with the experimental value 

of 3.92 Å83,84. 

 The transition state (TS) geometries have been determined using the dimer method as 

implemented in the VASP transition state tools (VTST) package85–88 by Henkelman and Jónsson. 

The search for the TS has been started from the TS geometries on Pt(111) previously found by 

Jackson and coworkers89,90 and all 15 molecular DOFs have been optimized while keeping the 

surface frozen in its relaxed 0 K configuration. The optimization of the TS geometries has been 

stopped when the maximum force on any degree of freedom was smaller than 5 meV/Å. All the 

TS geometries reported and discussed in this work (except where stated differently) have been 

proven to be first order saddle points in the molecular coordinate space through frequency analysis 

(by checking that one and only one imaginary frequency was found).  

 The barrier height has been computed as 𝐸𝑏 = 휀𝑇𝑆 − 휀𝑎𝑠𝑦𝑚; here, 휀𝑇𝑆 is the absolute energy 

of the transition state geometry and 휀𝑎𝑠𝑦𝑚 is the absolute energy of the system with the molecule 

in the gas phase. The gas phase geometry consists of the optimized molecule placed in the vacuum 

far from the slab: 6 Å above the surface for Pt(111) and 6.5 Å above the step edge atoms for 

Pt(211). 

 

2.5 Pt(111) surface and convergence tests 

The supercell used in the calculations on Pt(111) is very similar to the one used in previous 

work11,64 namely a (3x3) unit cell with 13 Å of vacuum separating the slab from its first periodic 

image, here we used 5 layers instead of the 4 used to model the Ni(111) slab11. The convergence 

of the computational setup has been tested with respect to the number of layers, the cell size, the 
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cut off energy and the k-point sampling by comparing computed minimum energy barrier heights. 

The results, reported in Table S4, show that the setup we use predicts converged barrier heights, 

which change by only 5 meV if a converged setup with 6 layers, a 4x4 unit cell, a 350 eV cut off 

and 4x4x1 k-points is employed. The size of the vacuum used in the simulations is extensively 

discussed below in Sec. 3. 

 

2.6 Pt(211) surface and convergence tests 

The primitive unit cell of the Pt(211) slab contains 3 atoms per layer that we name edge 

(on the step edge), middle (in the center of the (111)-like terrace) and bottom (on the lower side of 

the step edge) atoms (see Figs. 1B and 1C). These atoms describe the width of the (111)-like terrace 

along the x direction, while the step runs along the y direction (see Fig. S8). The primitive cell is 

rectangular and the cell vector in the x direction is roughly 2.4 times larger than the one in the y 

direction. In this work a 4 layers (1x3) cell has been used (top view depicted in Fig. S8 and Fig. 

1C). The slab geometry has been optimized in all the degrees of freedom and a small contraction 

of the surface has been observed. The angle between the normal to the (111) terrace and the z axis 

is φ=16° which compares with φ=19.5° for the unrelaxed geometry91.  

Convergence tests have been performed on the minimum barrier height for plane-wave cut 

off, k-points sampling, number of layers and the size of the cell. The test has been performed on 

the TS geometry for a molecule dissociating above the step edge atom with the reacting  bond 

oriented along the step edge direction (y) (see Fig. S8). The results, summarized in Table S5, show 

that the barrier computed with the selected cell size matches the one obtained with a converged 

and much larger cell (i.e. 2x4, 5 layers). The k-point grid and cut off energy used for the Pt(111) 

surface are also reasonably accurate for the Pt(211) surface. The chosen setup (1x3 cell, 4 layers, 
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350 eV cut off, 4x4x1 k-points) returns the same energy barrier within 7 meV of the largest and 

best converged setup (2x4 cell, 5 layers, 500 eV cut off, 8x8x1 k-points).  

 

2.7  Quality of the QCT method for comparison with present experiments 

In Sec. 2.6 of the Supporting Information (SI) to Ref.11, an extensive argument was 

provided for why the QCT method for treating the CHD3 dynamics should be quite suitable for 

accurately describing the experiments presented here.  For the details of the argument we refer to 

Ref.11, here we only provide a summary. First, calculations on D2 + Cu(111) have shown that, if 

all molecular degrees of freedom are included in the dynamics calculations, QCT calculations 

essentially reproduce quantum dynamical reaction probabilities for translational energies above 

the zero-point energy corrected minimum barrier height ( see Ref.92, for instance the left panels of 

Fig. 5 therein). Because the frequencies and the reduced masses of the 𝜈1=1 CH-stretch vibration 

of CHD3 and the vibration of D2 are very similar, it is quite likely that the same is true for CHD3. 

Second, the reaction of CHD3 (𝜈1=1) is unlikely to be affected by artificial energy transfer from 

the initially excited CH-stretch vibration to the other vibrational modes in the isolated molecule, 

because the CH-stretch frequency is isolated from that of the other vibrations. Third, as 

summarized in Ref.11 all available evidence suggests that for the conditions we address the QCT 

approach is not invalidated by problems related to quantum effects, such as zero-point energy 

violation, or the neglect of tunneling. Fourth, comparisons of quantum dynamical (QD) 

calculations to high dimensional QCT calculations that suggested discrepancies between QD and 

QCT results have often been based on either different dynamical models (for instance, involving 

different numbers of degrees of freedom) or different potential energy surfaces, thereby raising 

doubts on the conclusion arrived at regarding the reliability of QCT. In summary (again, for details 
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and references consult Sec. 2.6 of the SI to Ref.11), all solid evidence presently available suggests 

that the QCT approach to the CHD3 dynamics in the AIMD calculations should be accurate and 

reliable for the reactions studied and the experimental conditions addressed in this work. 

 

3. Construction of the SRP density functional 

3.1  Asymptotic residual energy correction 

In our AIMD calculations using the vdW correlation functional, the asymptotic energy of 

CHD3 far from the surface is not completely converged since the long-range interaction modelled 

by the vdW-DF correlation would require a vacuum space between the slab periodic images much 

larger than the 13 Å used, which would make the AIMD calculations very expensive. This 

limitation can however be overcome, as already implemented earlier for CHD3 on Ni(111)11. To a 

very good approximation, using a smaller amount of vacuum (13 Å instead of a well-converged 

value of 30 Å) affects the energy of the system only as a small upwards shift of the gas phase level, 

due to residual interaction with the slab and its periodic replica, as sketched in Fig. S9. On the 

Pt(111) surface the residual interaction (𝐸𝑅) is defined as the difference between the energy of the 

molecule placed 6 Å away from the surface, i.e. where it sits at the beginning of the simulations, 

in the cell with 13 Å and 30 Å of vacuum: 

𝐸𝑅 = 𝐸𝑍=6Å
13Å − 𝐸𝑍=6Å

30Å ≈ Δ𝐸𝑏 = 𝐸𝑏
13Å − 𝐸𝑏

30Å (S7) 

𝐸𝑅 has been checked to be the same, to within much better than chemical accuracy (i.e., about 1 

kJ/mol), as the difference in the minimum barrier height (Δ𝐸𝑏) computed with the two cell sizes 

(𝐸𝑏
13Å and 𝐸𝑏

30Å, respectively). Note that to compute the barrier height for the set up using 30 Å 

of vacuum length, the molecule is put at Z = 15 Å in the asymptotic geometry. 
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In order to correct for the residual interaction in the AIMD simulations, in the present 

work and in the previous work on Ni(111)11 the molecules are assigned an extra translational 

energy equal to 𝐸𝑅 which, for the system investigated, is on the order of a few of kJ/mol. By 

imparting this excess energy, the molecules experience an effective barrier (𝐸𝑏
𝑒) that is 

approximately equal to the converged barrier height 𝐸𝑏
30Å : 

𝐸𝑏
𝑒 = 𝐸𝑏

13Å − 𝐸𝑅 ≈ 𝐸𝑏
30Å (S8) 

     

3.2  van der Waals interaction and effective barriers 

For CHD3 on Pt(111) the residual interaction 𝐸𝑅 (see Eq. (S8)) has been calculated with 

the SRP32-vdW functional. The interaction of methane in its gas-phase geometry (𝛽 = 180°, one 

hydrogen pointing towards the surface) with the surface has been calculated as a function of the 

distance (Z) comparing the results obtained with 13 Å and 30 Å of vacuum. The computed residual 

interaction energy 𝐸𝑅 (see also Fig. S10) is equal to 4.0 kJ/mol. This result is similar to that found 

earlier for CHD3 on Ni(111) with the same SRP32-vdW functional (𝐸𝑅=3.9 kJ/mol) 11. In the 

AIMD simulations, 4.0 kJ/mol is therefore the extra translational energy that has been assigned to 

the molecules in the Pt(111) dynamics to account for the not-converged vacuum size. In order to 

check the quality of the correction applied we compare the barriers using 30 Å of vacuum and an 

asymptotic molecule-surface distance of 15 Å (𝐸𝑏
30Å) and the effective barrier (𝐸𝑏

𝑒) calculated 

according to Eq. (S8). For the SRP32-vdW the difference is about 1 kJ/mol validating our 

approach. The results are reported in Table S6. Note that the best estimate of the semi-empirical 

barrier height obtained from the comparison of our AIMD calculations to experiments corresponds 

to 𝐸𝑏
𝑒, but that fully converged calculations with the SRP32-vdW functional (i.e., using a large 
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enough vacuum distance and asymptotic molecule-surface distance) would be expected to result 

in a barrier height closer to 𝐸𝑏
30Å. 

For CHD3 on Pt(211) the long range interaction has also been investigated and the results 

are reported in Fig. S11. For this stepped surface, Z is defined as the distance from the center of 

mass of the molecule to the (211) surface plane (taken as the z coordinate of the step edge atoms). 

With this definition, the distance from the (211) surface of course does not depend on the x 

coordinate of the molecule, but the distance to the closest Pt atom does depend on where the 

molecule is placed. The long-range interaction has been studied for the three non-equivalent top 

sites, i.e, edge, middle and bottom (see Fig. S8). At a large distance from the surface, the molecule-

surface interaction is expected to be almost independent of the lateral displacement of the 

molecule, and in fact, we find for the three impact sites asymptotic energies that differ by just 0.1 

kJ/mol. Comparing the results obtained with the 13 Å to the 30 Å vacuum set up, we found that 

the residual energy at 6.5 Å for the (211) surface is 𝐸𝑅=2±0.2 kJ/mol depending on the impact site. 

Once again, the quality of the residual energy correction is confirmed by the fact that the effective 

barrier 𝐸𝑏
𝑒=52.6 kJ/mol differs by just 1.2 kJ/mol from the converged 𝐸𝑏

30Å (=51.4 kJ/mol). The 

results for both Pt(111) and Pt(211) are summarized in Table S6. 

 

3.3 van der Waals adsorption well 

To search for the most stable molecular adsorption site on the Pt(111) surface we optimized 

40 randomly oriented CH4 molecules above the hollow site and 40 above the top site in these 

calculations and in the calculations on Pt(211) reported in this section, we have used the DFT setup 

with the vacuum of 13 Å. However, we have added the asymptotic correction 𝐸𝑅 to obtain reliable 

values of the well depth (see Sec. 3.2). Above the hollow site all the optimized geometries cluster 
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in three groups according to the adsorption energy. These clusters also differ by the number of H 

atoms pointing towards the surface. The more H atoms are pointing towards the surface the deeper 

is the well. 

For each cluster the most stable geometry shows an adsorption energy (Eads) of 21.9, 20.3 

and 18.3 kJ/mol for three, two and one hydrogens pointing towards the surface, respectively. In 

the most stable geometry the molecule sits above a hollow site with three H atoms pointing towards 

the three top sites (eclipsed configuration). The potential is rather flat in the proximity of these 

minima; in fact within each cluster we find optimized geometries with slightly different 

orientations but with the same, or very similar, energy.  

The maximum ΔE within one cluster is observed when the most stable geometry is rotated 

by 60° so that the H atoms point towards bridge sites (staggered configuration). The staggered 

configurations show an adsorption energy that is only 0.3 kJ/mol lower than the eclipsed 

configuration.  

The same considerations apply to the top site and the same clustering is observed; however, 

the adsorption energies are generally lower. The deepest well for each cluster shows Eads = 21.2, 

20.3, 19.4 kJ/mol for three, two and one H atoms pointing towards the surface, respectively. The 

largest value of the well depth is reported in Table S7 and shows good agreement with the 

experimental value of 18 kJ/mol93. 

The same search has been carried out focusing on the three non-equivalent top sites 

(bottom, middle and edge) of the Pt(211) surface by optimizing 40 randomly oriented CH4 

molecules on each site. On the bottom chain we find the two most stable adsorption geometries 

with the same Eads = 24.8 kJ/mol, one on a top site and the other on a hollow site. In both cases the 

molecule has three H atoms pointing towards the surface. On the edge chain the potential has been 
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found to be particularly flat as many adsorption geometries with different orientations have been 

found with very similar adsorption energies. The largest Eads found on the edge chain is 18.2 kJ/mol 

but all the adsorption energies fall within 1.2 kJ/mol. No stable adsorption site was found on the 

middle chain. The most stable adsorption states for the three surfaces considered (i.e., Ni(111), 

Pt(111) and Pt(211)) are sketched in Fig. S12, and reported and compared with experiment in 

Table S7. 

 

4. AIMD calculations 

4.1 AIMD setup and initial condition sampling  

We have performed AIMD calculations simulating a microcanonical (NVE) ensemble 

where a CHD3 molecule is impinging on the metal slab equilibrated at the experimental surface 

temperature Ts. The molecules impinge perpendicularly to the Pt(111) and the Pt(211) surface 

plane and are propagated with a time-step of 0.4 fs until an outcome (reaction, scattering or 

trapping, as defined in Sec. 4.2) is reached. 

Ten Pt(111) slabs have been initialized expanding the lattice constant by the thermal 

expansion coefficient (i.e., 1.00483) in a procedure used previously11,60 and assigning random 

displacements and velocities to the atoms according to an independent harmonic oscillators model. 

The ten slabs have then been equilibrated through a 2 ps dynamics with a 1 fs time-step while 

monitoring the temperature. For each CHD3 + Pt(111) trajectory the initial surface atom positions 

and velocities are randomly chosen from the configuration assumed in one of the last 1000 steps 

of the ten equilibration dynamics runs. The average temperature 〈Ts〉 that corresponds to this pool 

of configurations is 478.6 K with a standard deviation of σ=47.0 K. Ten equilibrated slabs have 

been prepared analogously for Pt(211) at Ts = 650 K (using a thermal expansion coefficient of 
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1.00583) obtaining a pool of configurations with 〈TS〉 = 642.7 K and σ=74.8 K. In order to check 

whether the step geometry is properly maintained and represented during the AIMD simulations 

the angle between the normal to the (111) terrace and the Z axis (φ) (equal to = 16° for the 

optimized 0 K slab) has been monitored through the equilibration runs obtaining 〈φ〉 = 15.61 ± 

1.27°. In all the equilibration dynamics and the molecule-surface trajectories the lowermost layer 

is frozen while the atoms in the uppermost layers (4 and 3 for Pt(111) and Pt(211), respectively) 

are free to move in all their DOFs. 

The molecular initial conditions have been set up following the same procedure previously 

used for CHD3 on Ni(111) and summarized in this section. Further details can be found in Ref.11. 

In order to select the initial translational energy of the molecules the experimental beam energy 

distributions have been sampled (the experimental beam parameters, i.e. the stream velocity and 

broadening, are provided in Table S2). The residual energy 𝐸𝑅 (i.e. 4 and 2 kJ/mol for Pt(111) and 

Pt(211), respectively) has been added to the translational energy of the molecule in order to correct 

for the residual interaction (see Sec. 3). The QCT method has been implemented by imparting ZPE 

to the vibrational modes of the molecule. In order to simulate the laser-off beams the initial 

vibrational state of the molecule is sampled from a Boltzmann distribution at Tn while its angular 

momentum has been initially set to zero, and the molecule’s orientation has been randomly 

sampled. 

In order to simulate 𝜈1=1 beams all the molecules have been initialized with one quantum 

of energy in the CH stretch mode. Experimentally the molecules have been excited through the 

1R(1) transition populating the rotational state J=2, K=1 which we have simulated in the AIMD 

trajectories. Since in the experimental setup the laser excitation happens relatively far from the 

surface (the flight time from the excitation to the surface is a few hundreds of μs) any alignment 
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in M should be erased by hyperfine coupling94 and therefore, in the simulations, M has been 

statistically sampled among all the accessible states (i.e. M=-2, -1, 0, 1, 2) as done previously for 

CHD3 on Ni(111)11.  The initial center of mass position has been chosen randomly in XY to 

uniformly sample the whole unit cell and Z being 6.0 Å or 6.5 Å for Pt(111) and Pt(211), 

respectively. 

 

4.2 AIMD sticking probability and outcome definition 

To analyze the results three possible outcomes have been defined for the trajectories: 

scattering, reaction and trapping. The molecule has been considered scattered if the Z-coordinate 

of its center of mass is the same as in the initial gas phase geometry (6.0 and 6.5 Å for Pt(111) and 

Pt(211), respectively) and the velocity of the center of mass is pointing away from the surface. The 

molecule has been considered reacted when one of the bonds was longer than 3 Å. If none of the 

cited outcomes was reached within the first ps of propagation the molecule has been considered 

trapped. 

The reaction probability (𝑝𝑖) for the average beam energy 〈𝐸𝑖〉 and the nozzle temperature 

Tn has been computed as 𝑝𝑖 = 𝑁𝑟/𝑁𝑖 , where 𝑁𝑟  is the number of reacted trajectories and 𝑁𝑖 is the 

total number of trajectories for that particular 〈𝐸𝑖〉 and Tn. The standard errors associated with the 

reaction probability 𝑝𝑖 has been computed as 𝜎 = √𝑝𝑖(1 − 𝑝𝑖)/𝑁𝑖. The total number of 

trajectories 𝑁𝑖 for each 〈𝐸𝑖〉 has been chosen in order to have error bars comparable to the 

experimental data (see Table S8). 
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4.3  Statistical test based on Stouffer's Z-score 

As in Ref.11, a statistical test based on the Stouffer's Z-score95 has been used to also put the 

comparison of the theory and the experiments on a statistical basis. Such tests are based on a 

hypothesis that assumes that theory reproduces experiments. Then, one expects that Stouffer's Z-

score  (𝑍𝑐𝑜𝑚𝑝 = √1
𝑘⁄ ∑ 𝑃𝑖(𝐴𝐼𝑀𝐷)−𝑃𝑖(exp)

𝜎𝑖

𝑘
𝑖=1 ) shows a value close to zero. Here, k is the number of 

experiments involved in the test, 𝑃𝑖(𝐴𝐼𝑀𝐷) the computed reaction probability for the ith 

experiment, 𝑃𝑖(𝑒𝑥𝑝) the experimental value, and 𝜎𝑖 is the standard error in the difference. The 

experimental error was evaluated from the differences between repeated measurements. In our test 

based on this statistic, first a required significance level (α) is set, which corresponds to a specific 

value of the probability that we discard our hypothesis even though it might be true. The hypothesis 

is rejected if the absolute value of the calculated test statistic differs from zero by more than the 

corresponding threshold value (i.e., if the corresponding probability, which we call the p-value, is 

less than α). Working with small α values is therefore equivalent to requiring considerable 

statistical evidence for the hypothesis to be rejected. We work here with α = 0.10, i.e., 10%, 

therefore we only reject our hypothesis with reasonably strong statistical evidence to the contrary. 

Stouffer's Z-score test is appropriate if theory and experiment shows similarly sized error bars. 

Note that this test cannot be formulated in the more often used way, where a null hypothesis is 

formulated that may be viewed as a counter-claim to what one hopes to prove, and one then 

proceeds to show that the counter-claim is unlikely to be valid. This is because a Z-score-based 

test like the Stouffer’s method requires the test statistic to follow a normal distribution under the 

null hypothesis and this formulation is incompatible with our ‘counter-claim’ statement (“theory 

and experiment disagree”) being the null hypothesis and the test statistic being a measure of the 

difference between theory and experiment: evidence for such a test statistic to follow a normal 
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distribution would instead indicate that “theory and experiment agree”, implying that it is not 

possible to use the opposite statement (the counter claim) as null hypothesis. More details are in 

the SI to Ref.11.   

Finally, we note that, of course, the statistical test by itself cannot "prove" that the AIMD 

and experimental results agree with one another. Rather, as used here it provides us with a 

probability that the observed statistical outcome is consistent with the hypothesis that "the AIMD 

and the experimental results agree with one another to within statistical error bars". In the present 

context, the statistical test is best used in a conservative way, i.e., to reject the hypothesis that the 

experiment and the theory are in agreement with one another if there is reasonably strong evidence 

to the contrary. The ultimate verdict on the accuracy with which experiment reproduces theory 

should therefore not only be based on this test and the computed p-value, but also on the agreement 

between theory and experiment as observed visually, and the average distance along the energy 

axes between the computed reaction probability and the fitted experimental reaction probability 

curve (chemical accuracy is achieved if this is less than 1 kcal/mol).  

 

5. AIMD results 

5.1 Comparison of AIMD and experimental sticking coefficients 

The experimental 𝑆0 values reported in Table S8 are reported in Fig. S13 together with all 

the available experimental data on CHD3 + Pt(111). The differences noted between the laser-off 

experiments of 20135 and the present experiments (2016) at similar Ei are probably mostly due to 

the use of different Tn (He was used as seeding gas in Ref.5 instead of H2 in the present 

experiments).  
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The experimental 𝑆0 values reported in Table S8 have been fit with three different 

functions, and in each case we used the one that returns the smallest χ2 for that particular set of 

data. The S-shaped functions tested are the hyperbolic tangent (TANH), the error function (ERF) 

and the generalized logistic function (LGS), which are given by: 

𝑆0
𝑇𝐴𝑁𝐻(𝐸) = 𝐴 ∙ [1 + 𝑡𝑎𝑛ℎ (

𝐸 − 𝐸0

𝑊
)] 

(S9) 

𝑆0
𝐸𝑅𝐹(𝐸) =

𝐴

2
∙ [1 + 𝑒𝑟𝑓 (

𝐸 − 𝐸0

𝑊
)] 

(S10) 

𝑆0
𝐿𝐺𝑆(𝐸) = 𝐴 [1 + 𝜈 ∙ 𝑒𝑥𝑝 (−

𝐸 − 𝐸0

𝑊
)]

1
𝜈⁄

⁄  
(S11) 

The fitting parameters A, W, E0 and ν are related to the saturation value, the gradient, the 

inflection point and the degree of asymmetry of the curves, respectively96. The results for Pt(111) 

have been fitted using the LGS function while for the results for Pt(211) the ERF function was 

used. The optimized parameters for each set of data are reported in Table S9 and all the results are 

reported in Figs. S1 and S14 for Pt(211) and Pt(111), respectively. 

The agreement between experiments and AIMD simulations with the SRP32-vdW 

functional is good through the whole energy range on both the surfaces considered. A Stouffer’s 

composite Z-score analysis95 suggests that there is no statistical evidence that the theoretical 

reaction probabilities differ from the experimental ones for any of the datasets. This can be argued 

because the calculated p-value is larger than the typically employed 5% threshold for all the data 

sets: 0.706 and 0.941 for Pt(111) laser-off and 𝜈1=1, respectively 0.742 for all Pt(111) data 

combined, and 0.469 and 0.531 for Pt(211) laser-off and 𝜈1=1, respectively, and 0.344 for all 

Pt(211) data combined (see Table S1). In addition, these p-values are all larger than our threshold 

value (α=0.1).    
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In calculating the p-value for Pt(211), we have not taken into account the agreement 

between theory and experiment for the lowest ⟨𝐸𝑖⟩. AIMD cannot reliably be used to compute the 

sticking probability for this collision energy on Pt(211) (for both 𝜈1=1 and laser-off conditions), 

and therefore at those energies the theoretical sticking coefficients cannot be used for a fair 

comparison with experiments. The reason for this is the large trapping probability (0.025 and 0.014 

for laser-off and 𝜈1=1, respectively) compared to the reaction probability (see Fig. S1). The mean 

trapping time on the surface has been estimated using Frenkel’s formula97 to be about 40 ps. In 

this time frame a molecule can explore the surface and react on defects of the ideal (211) surface 

(e.g. kinks), thereby increasing the reaction probability. At all other ⟨𝐸𝑖⟩ the trapping probability 

is lower, and the agreement between theory and experiment is excellent. Note that we are not 

making an argument for trapping-enhanced reaction on an ideal Pt(211) surface; for this, the 

adsorption well depth on Pt(211) should be larger, and the dissociation barrier should be smaller. 

Evidence for trapping mediated reaction for which defects are presumably not needed has been 

found for CH4 + IrO2(110)98, for CH4 + Ir(111)99, and for other light alkanes on Pt(110)x(1x2)100 

and on Ir surfaces101–103.   

Stouffer's test indicates that it is very unlikely that the differences between theory and 

experiment for all systems combined, and for the conditions at which a rigorous comparison 

between the AIMD calculations and the experiments are possible, are due to systematic differences 

between the two, demonstrating that the deviations observed are consistent with statistical 

fluctuations. Specifically, we compute a p-value close to 0.97 for the hypothesis that under these 

conditions the AIMD and the experimental data agree. For this particular test, the lowest 〈𝐸𝑖〉 laser-

off and 𝜈1=1 data points for CHD3 + Pt(211) were excluded (due to significant trapping), and the 

laser-off CHD3 + Ni(111) data taken with Tn ≥ 700 K were excluded. 
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To evaluate the quality of our simulations we computed the horizontal distance (𝛿휀) in 

kJ/mol from the AIMD results to the experimental data fit. For Pt(111) (see Fig. S14) the average 

horizontal distance (〈𝛿휀〉) is 2.5 kJ/mol which is smaller than the chemical accuracy criterion we 

aim for (i.e. 4.2 kJ/mol ≈ 1 kcal/mol). Only three out of eleven AIMD points show 𝛿휀 > 4.2 kJ/mol. 

However, for the points sitting at the extremity of the experimental energy range we have to rely 

on the extrapolation of the fit in order to compute the 𝛿휀, thereby reducing the reliability of our 

definition of chemical accuracy. On the Pt(211) surface we have 〈𝛿휀〉 = 3.4 kJ/mol for the laser-

off reaction (again excluding the lowest energy point where the trapping probability is large, see 

Fig. S1). The 𝜈1=1 data could not be included in the analysis for Pt(211) because we do not have 

enough experimental points to fit a three-parameter S-shape function; however, we note that the 

AIMD results (excluding the lowest energy point in Fig. S1) fall within the experimental error 

bars. 

Considering all the results for both surfaces, we argue that the SRP32-vdW functional first 

obtained for CHD3 on Ni(111), allows for the simulation of the CHD3 dissociation on both Pt(111) 

and Pt(211) with chemical accuracy. The comparison between theoretical results and experiments 

show a 〈𝛿휀〉 smaller than 4.2 kJ/mol in all cases. The results show that (i) the SRP functional for 

CHD3 + Pt(111) is also an SRP functional for CHD3 + Pt(211), and (ii) the SRP functional for 

CHD3 + Ni(11) is also an SRP functional for CHD3 + Pt(111). The most important result is result 

(i), as it allows one to bridge a gap between surface science studies on molecules interacting with 

flat surfaces and the computational modelling of heterogeneous catalysis, where reaction on 

defects such as steps also has to be considered. Result (ii) also suggests that SRP functionals are 

transferable among systems in which one and the same molecule interacts with a low index surface 

of a metal belonging to the same group of the periodic table (both Ni and Pt belong to group X). 
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According to a classical version of the hole model104, the sticking probability can be 

calculated by integrating the fractional number of barriers 𝑁(𝐸) over collision energy 𝐸𝑖 as: 

𝑆(𝐸𝑖) = ∫ 𝑁(𝐸′)𝑑𝐸′
𝐸𝑖

0
. (S12) 

As also argued intensively in Refs.11 and32, being able to describe quantitatively different state-

selected reaction probability curves suggests that we are accurately describing  𝑁(𝐸) and its 

dependence on the molecular orientation, impact site and surface vibration, and that our model 

allows us to extract the minimum barrier height with chemical accuracy for the systems addressed. 

In addition, the calculations reproduce the experimental vibrational efficacy (i.e., how efficient 

the vibrational energy is in promoting the reaction) and, according to Polanyi’s rule105, which 

relates the vibrational efficacy to the dissociating bond length at the TS, this suggests that the 

SRP32-vdW functional accurately describes the minimum barrier geometry as well for the three 

systems addressed11,32.  

We argue that the arguments presented in the above two paragraphs and in Refs.11,32 allow 

us to extract an accurate value of the minimum barrier height and geometry for methane on Pt(211) 

and an accurate SRP functional for kinetics simulations even though trapping prevented an 

accurate comparison between theory and measurements for the lowest 𝐸𝑖 for which measurements 

were performed (see Fig.S1). While it would have been preferable to be able to perform the 

comparison also for this lowest 𝐸𝑖, the extent of the agreement between theory with the SRP 

functional and experiment for laser-off and initial state-selected reaction at the higher 𝐸𝑖 is such 

that this high level of agreement could not have been reached with a functional underestimating 

the barrier height by ≥ 1 kcal/mol.  
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5.2 Reaction site and fraction of CH bond cleavage 

The AIMD trajectories on Pt(211) have been analyzed investigating the reaction site and 

the fraction of CH bond cleavage. Considering the whole energy range, 94% of the reactions occurs 

in the vicinity of the under-coordinated step edge atoms. This can be seen in Figs. S15 and 3, where 

the center of mass of the molecules is plotted at the beginning of the trajectory and at the time of 

the reaction, here defined as the time when the reacting bond is as long as the bond in the TS 

geometry (rTS).  

In Fig. S16 the fraction of CH bond cleavage computed for both step and terrace as 

𝑝𝐶𝐻
𝑠𝑖𝑡𝑒 = 𝑁𝐶𝐻

𝑠𝑖𝑡𝑒 𝑁𝑠𝑖𝑡𝑒⁄  is reported; here site stands for either step or terrace, 𝑁𝐶𝐻
𝑠𝑖𝑡𝑒   is the number of 

reactive events occurring by CH cleavage, and  𝑁𝑠𝑖𝑡𝑒  is the total number of reactive events. If the 

fraction of CH cleavage is either equal to 0 or to 1 the errors (𝜎𝐶𝐻) have been calculated using the 

Louis confidence intervals106; in the other cases the error has been calculated as 𝜎𝐶𝐻 =

√𝑝𝐶𝐻
𝑠𝑖𝑡𝑒 ∙ (1 − 𝑝𝐶𝐻

𝑠𝑖𝑡𝑒) 𝑁𝑠𝑖𝑡𝑒⁄ . The reaction is statistical for laser-off calculations for which we 

observe approximately 25% of CH bond cleavage while it is CH bond-selective for 𝜈1=1 

calculations.  

 

6. Quantum scattering calculations: comparison of PBE and SRP results for CHD3 + 

Pt(111) 

Jackson and co-workers have developed a fully quantum scattering approach for modelling 

the dissociative chemisorption of methane on metal surfaces. Based on the reaction path 

Hamiltonian (RPH) 107, the method treats all molecular degrees of freedom, as well as lattice 

motion, and has helped to elucidate the origins of the vibrational enhancement, mode-specificity 
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and the strong variation in 𝑆0 with substrate temperature observed for these reactions42,49,108–111.  

In order to understand why the SRP functional provides a better description of these reactions than 

the commonly-used PBE functional65,77, we compute 𝑆0 for CHD3 incident on Pt(111) using both 

functionals, and compare the results in detail. We review the essential features of our model here, 

though full details can be found in recent publications44,110,111.  The PES and all parameters in the 

model are computed from first principles using VASP developed at the Institut für Materialphysik 

of the Universität Wien74,81,82,112,113.  Interactions between the ionic cores and the electrons are 

described by fully nonlocal optimized PAW potentials74,75.  A 5-layer 3×3 supercell with periodic 

boundary conditions is used to model our system as a slab with a methane coverage of 1/9 ML.  

 The Hamiltonian for methane dissociation over a rigid metal lattice can be written: 

, (S13) 

where the xi are the 15 mass-weighted Cartesian coordinates of the CH4 nuclei.  To construct our 

PES (V) we first locate the minimum energy path (MEP) from the TS to the reactant and product 

configurations using the CI-NEB method114,115. The distance along the MEP is s, where 

ds( )
2

= dxi( )
2

i=1

9

å , and s = 0 at the TS.  We denote the energy along the MEP as V0(s).  In Fig. S17 

we plot V0(s) for both the PBE and SRP functional.  Jackson and co-workers independently 

calculated that the inclusion of van der Waals forces in the SRP functional gives a physisorption 

well depth of 20.7 kJ/mol, which is in agreement with that reported in Sec 3.3.  The barrier heights 

for the two functionals are very similar, as are the TS geometries, though the length of the 

dissociating bond at the TS is somewhat larger for the SRP functional: 1.56 Å vs. 1.52 Å for PBE. 

 At each image along the MEP we compute and diagonalize the force-projected Hessian to 

find the 14 normal vibrational coordinates Qk and corresponding frequencies ωk(s) that describe 
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displacements orthogonal to the reaction path at s, in the harmonic approximation.  Our PES, in 

the reaction path coordinates s and {Qk}, is thus: 

V =V0 s( ) +
1

2k=1

8

å w k

2 s( )Qk
2
. (S14) 

For CHD3 dissociation on Pt(111) there are four unique molecular orientations at the TS, shown 

in Fig. S18.  For molecules in the ν1 state, the CH cleavage configuration is responsible for most 

of the dissociative sticking, particularly at lower energies.  For ground state molecules, the CH 

cleavage configuration is the most important of the four, except at very high energies when all four 

contribute equally to reaction (a CH cleavage fraction of 0.25).  We thus focus our attention here 

on the CH cleavage configuration, though when we compute S0, contributions from all four 

configurations are included. 

 In Fig. S19 we plot some of the normal mode energies ħωq(s) along the reaction path for 

the CH scission case of Fig. S18, using both functionals. When CHD3 is far above the surface 

(large negative s) there are nine internal bending and stretching modes with nonzero frequency, 

and 5 modes with zero frequency, corresponding to rotation of the molecule and translation parallel 

to the surface. The MEP is symmetric with respect to reflection through a plane perpendicular to 

the surface and including the C and H atoms. The 14 normal modes are thus either symmetric or 

antisymmetric with respect to this reflection.  This is important, as energy can only flow between 

modes of the same symmetry, and the 6 symmetric modes corresponding to internal vibration 

dominate the reaction dynamics for both ground state and excited molecules. We thus include only 

the 6 modes in Fig. S19, using the traditional labels ν1 – ν6.  The normal modes computed using 

the two functionals are similar, though there is a slightly larger softening of the reactive CH stretch 

for the SRP functional. 

 We write our total molecular wave function, in reaction path coordinates, as: 
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Y t( ) = cn
n

å s;t( ) Fn Qk{ };s( ) , (S15) 

where the Fn
 are products of harmonic oscillator eigenfunctions that depend parametrically on s, 

and the vector n labelling the vibrational states corresponds to a set of quantum numbers nk.   The 

equations of motion for the wave packets, χn(s; t), are of the form49: 

. (S16) 

The wave packets evolve on vibrationally adiabatic potential energy surfaces for each vibrational 

state n, and the operators Fnn’ couple states of the same symmetry. The Fnn’ are proportional to the 

vibrationally nonadiabatic couplings, Bq,k(s), computed from the normal mode eigenvectors49,107.  

Because of the parametric dependence of the Φn on s, the Fnn’ also contain momentum and kinetic 

energy operators49.  Thus, curve crossing (transitions between vibrationally adiabatic states) 

becomes more probable at higher velocities, as well as for larger values of the coupling.  The sums 

over n in Eqs. (S15) and (S16) include the vibrationally adiabatic ground state and all states with 

either one or two vibrational quanta excited. Detailed expressions for the final equations of motion 

can be found in a recent publication44. For a given initial vibrational state, n0, standard techniques 

are used to evolve the wave packets of Eq. (S16) and to energy-analyze the reactive flux 42,49 The 

result is the rigid-lattice reaction probability, P0(Et, n0), for collision at the minimum barrier site.  

The rotational orientation of the molecule has been allowed to evolve adiabatically. 

 In Fig. S20 we plot the couplings, Bq,k(s), for the CH cleavage configuration, using both 

functionals.  They peak at the avoided crossings of Fig. S19, where transitions can occur between 

different vibrationally adiabatic states.  These couplings are responsible for the large enhancement 

in reactivity when the molecule is vibrationally excited.  For example, a molecule initially in the 

ν1 state can transition to the ν4 state at the avoided crossing around s = -1.3 amu½ Å (see Fig. S19), 
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then to the ν2, then the ν5, and so on.  With each transition, excess vibrational energy is converted 

into motion along the reaction path, corresponding to bond breaking at the TS.  The SRP couplings 

are a bit larger for the important ν1 to ν4, and ν4 to ν2 transitions, but otherwise they are similar.  

However, if we look more closely further out in the entrance channel, Fig. S21, we see that the 

SRP functional gives larger couplings where inclusion of van der Waals forces leads to a stronger 

interaction of the metal with the molecule.  While small, these entrance channel couplings can mix 

near-degenerate states. 

 Similarly, we find that the so-called curvature couplings, Bq,15(s), are similar for the PBE 

and SRP functionals in the curve-crossing region, where they are largest.  These functions couple 

the ground state to the first excited vibrational states, and are mostly responsible for a decrease in 

the ground state reaction probability at higher energy, due to vibrational excitation of the incoming 

molecule.  Again, if we look in the region of the attractive well, Fig. S22, we see that the inclusion 

of van der Waals forces in the SRP functional leads to a larger coupling.  We note that the curvature 

couplings in the region of the avoided crossings (not shown) are about an order of magnitude 

larger. 

 In Fig. S3 we plot P0, the rigid-lattice single-site reaction probability for molecules in either 

the ground state or the 𝜈1=1 excited state. For the SRP case (“SRP V0 + SRP coupling”) we see 

that molecules in the 𝜈1=1 state are much more reactive at lower energies than for the PBE case 

(“PBE V0 + PBE coupling”).  This may be due to the slightly larger couplings of Figs. S19 and 

S20, and/or larger transition probabilities arising from larger molecular velocities in the crossing 

region, due to the van der Waals attractive well.  To disentangle the two effects, we consider two 

other cases in Fig. S3:  the PBE couplings but using V0(s) from the SRP calculations, and the SRP 

couplings with V0(s) from the PBE calculations. For molecules in the 𝜈1=1 state, it is clear that the 
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inclusion of the attractive well can enhance the coupling between vibrational states that makes 

vibrationally excited molecules more reactive.  For molecules in the ground state, we see similar 

behaviour.  The SRP functional leads to increased vibrational excitation of incoming molecules, 

lowering the value of the ground state reactivity near saturation.  However, both the modified 

couplings and the increased molecular velocity appear to be important. 

 To compute 𝑆0 we average P0 over all other surface impact sites, correct the rotational 

treatment, and include the effects of lattice motion. Motion along X and Y should be slow on 

collision timescales, given our normal incidence conditions and high collision energies, and AIMD 

studies confirm this sudden behaviour5,109.  Assuming that there is no steering of the incident 

methane along X and Y, and that most reactive trajectories are close to the MEP, we average P0 

over all impact sites in the surface unit cell, using the following approximation to estimate P0 for 

impact at a site (X,Y) away from the minimum barrier site: 

P0 Ei ,n0;X,Y( ) » P0 Ei - DV,n0( ) . (S17) 

ΔV(X,Y) is the increase in barrier height at (X, Y) relative to the minimum barrier site.  We can 

approximate this using the normal modes, or compute it directly using DFT.  AIMD also suggests 

that the rotational behaviour might be closer to sudden at high collision energies5,109, while it 

should be closer to adiabatic at lower incident energies. We use an approach similar to Eq. (S17) 

to estimate 𝑆0 in the sudden limit109, and define our final 𝑆0 as a linear combination of these two 

limits, such that the behaviour is adiabatic at lower incident energies and sudden at higher incident 

energies 111. Finally, to introduce the effects of lattice motion we average 𝑃0 over all displacements 

and momenta normal to the surface of the Pt atom over which the methane dissociates89,116. The 

momentum of this atom determines the relative collision velocity, and the displacements can 
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significantly change the barrier height. A Debye model is used to describe the motion of this Pt 

atom111. Results for all 4 molecular configurations must then be averaged. 

 In Fig. S2 we plot both SRP and PBE results for the dissociative sticking of CHD3 

molecules in the ground state and several singly-excited stretch and bend states.  We see that the 

overall effect of using the SRP functional is to increase the efficacy of vibrational motion for 

promoting reaction.  This arises both from an increase in 𝑆0 for excited states, and a somewhat 

smaller 𝑆0 for ground state molecules at higher energy.  For molecules in the ν1 CH stretch state, 

we have shown that this is due primarily to the inclusion of the van der Waals attractive well.  For 

the CD stretch states, ν2 and ν4, the effect is even larger, and the increased couplings in the region 

of the attractive well also play a role. 

 

7. Implications for simulating heterogeneous catalysis.  

 The transferability of SRP functionals shown here for dissociative chemisorption of a 

molecule on a low-index, flat surface to a stepped surface points to a promising approach for 

accurately simulating rates of heterogeneously catalysed reactions over metal nanoparticles. In 

this approach, one would use the finding that usually only a few states (transition states, or states 

describing adsorbed reactants, adsorbed reaction intermediates, or adsorbed products) exhibit a 

large degree of rate control117. Only for these states should it be necessary to determine the 

molecule-metal surface interaction energy accurately117. Of these states, accurate calculations of 

the transition states should be most important, as molecular adsorption energies are reasonably 

accessible through experiments using single crystal adsorption calorimetry and thermal 

desorption spectroscopy118,119. It should be possible to fit a semi-empirical functional with an 

expression similar to that of Eq.1 to a molecule or reaction intermediate adsorbed on a low index 

metal surface either using existing experimental information, or in a procedure involving a new 
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adsorption experiment. We argue that the transferability observed in the present work for 

transition states then suggests that the semi-empirical functional determined in this fashion 

should also accurately predict adsorption at surface defects, such as steps, edges, kinks and 

corners.  Strong supporting evidence comes from recent work by Sautet and co-workers which 

showed that adsorption energies of OH and OOH on Pt120 and other transition metal121 surfaces 

depends linearly on the generalized coordination number of the surface atom these species 

adsorb to, and the finding that, based on these relations, theory is able to correctly predict that 

specific stepped Pt surfaces are more active for oxygen reduction than the Pt(111) surface122.  

   The reaction studied in the present work is an important representative of a class of 

structure sensitive reactions in which the bond broken is a single -type bond (e.g., a CH or single 

CC bond)123. In the transition state of such reactions, the dissociating molecule usually sits on top 

of a surface atom123 (a "top site" if the reaction occurs on a low index surface). Usually, the reaction 

barrier is lowered over surface atoms of lower coordination number123 (surrounded by fewer 

nearest neighbour metal atoms), for instance over surface atoms at the top edge of a step, as 

observed here for CHD3 + Pt(211). The implication of our present work and earlier work on 

transferability among metal facets33 is that one can use an SRP functional developed for the 

reaction on a low index surface to accurately compute barrier heights for the molecule's 

dissociation over surface atoms occurring in other low index facets and at surface line and point 

defects with lower coordination numbers of surface atoms. The derived barrier heights can then be 

used in kinetics simulations of the overall heterogeneously catalysed reaction as it occurs over a 

metal nanoparticle exhibiting specific facets, line defects, and point defects. We argue that the 

rates calculated in this manner should be more accurate than rates calculated on the basis of 

standard density functionals (non-empirical functionals based on constraints, or conventional 

semi-empirical functions fitted to a range of chemical properties and/or materials properties124).  

 The above argument that rates over defected surfaces computed from SRP functionals 

accurately describe transition state energies on flat surfaces also has a basis in the recent work of 

Sautet and co-workers, and the so-called transition state scaling relationships. As noted above, it 
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is already possible with standard functionals to predict which Pt crystal surface (with atoms located 

at defects possessing specific generalized coordination numbers) is most active for a specific 

reaction (oxygen reduction122). The adsorption energies of involved reactant molecules depend 

linearly on the generalized coordination number120. In turn, transition state energies usually scale 

linearly with the adsorption energies of reactants (the transition state scaling relationship)125,126. 

The above suggests that transition state energies should scale linearly with generalized 

coordination numbers, and that if the off-set of the linear relationship is accurately determined (by 

determining the transition state energy for the flat surface) it should be possible to accurately 

determine the transition state energy for other generalized coordination numbers (on stepped 

surfaces) accurately as well.   

 Another class of structure-sensitive reactions, in which a double or triple -bond breaks in 

the molecule, may present a greater challenge to transferability. Examples of such reactions are 

CO and N2 bond breaking, where an additional requirement of the transition state (additional to 

presenting surface atoms with lower coordination number) is that the reaction site is able to 

coordinate many surface atoms to the dissociating molecule, to facilitate the breaking of a strong 

double or triple bond123. A well-known example concerns ammonia production over Ru particles, 

in which the rate limiting step is N2 bond breaking. Nørskov and co-workers have established that 

this reaction is accelerated by so-called B5-sites, in which the dissociation molecule is co-

ordinated by 5 surface atoms127.  Incidentally, such B5 sites are also present at the Pt(211) steps, 

and, more generally, at surfaces where hcp(0001) terraces or fcc(111) terraces are connected by 

(100)-type steps (see Ref.128 and figure 1 therein). Our present results show that on Pt(211) 

methane reacts at the step edge sites that are part of these B5 sites.  The additional requirement of 

providing a higher coordination to the dissociating molecule might be perceived to present a 

greater challenge to the transferability of SRP functionals. However, we emphasize that the 

difference between the two broad classes of structure sensitive reactions is gradual. In the case we 

have looked at, the SRP functional is able to accurately describe the effect of changing the 

coordination number of the surface atom above which dissociation occurs. In the case of double 
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or triple bond breaking, the SRP functional should additionally be able to describe the effect of the 

coordination to additional surface atoms for transferability to hold. While the accuracy with which 

this can be done has yet to be established, we argue that a similar approach to that taken here for 

CHD3 + Pt(111) and Pt(211) and based on an SRP functional for the flat surface should be better 

than simply taking a constraint-based or conventional semi-empirical functional to obtain reaction 

barrier heights on facets and at surface defect reaction sites. In this respect, it is encouraging that 

the transition scaling relations accurately describe the relation between the transition state energies 

of N2, CO, and NO on (211) fcc surfaces and the adsorption energies of these molecules at the 

upper terrace hcp sites129.  

 Finally, the question might arise whether the approach we advocate would be sensible if, 

for example, simple bond breaking of a reactant molecule dominates the reaction at steps, while 

the breaking of this bond is preceded by reaction with another reactant on the terraces. A practical 

example is the initiation of Fischer-Tropsch synthesis over ≈ 4.6 nm Co nanoparticles, which 

expose 15% under-coordinated sites, which are mostly step edges of A- and B-type capable of 

direct CO-dissociation130. For this example, Westrate et al.130 concluded that one can reasonably 

assume that direct CO dissociation at the undercoordinated sites is the primary mechanism for the 

initiation of the Fischer-Tropsch reaction, even though the reaction on the facets might proceed 

through a mechanism in which CO is hydrogenated prior to CO bond breaking. Therefore, the 

development of an SRP functional for dissociative chemisorption of the CO molecule on a terrace 

and its application to the reaction of the same molecule at steps might help to accurately describe 

an overall catalysed reaction if this reaction is dominated by the steps, even though the rate limiting 

step, and indeed the mechanism of the catalysed reaction, could be different on the flat surfaces 

making up the facets. Here, by the overall catalysed process we mean the initiation of a Fischer-

Tropsch synthesis reaction, and not necessarily the complete Fischer-Tropsch reaction making 

higher hydrocarbons. Note that one can determine whether line defects (such as steps) or point 

defects (such as kinks) dominate the rate of a catalysed process over catalyst particles by 

determining the degree of structure reactivity parameter , which describes the dependence of the 
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rate on the catalyst particle diameter d131. For example,  = 1 describes a process where the rate is 

dominated by line defects, and this value was found to accurately describe the rate of steam 

reforming over supported Pt nanoparticles 132.  

 The above finding of  = 1 for steam reforming over Pt nanoparticles is only one reason 

that steam reforming over Pt nanoparticles should constitute an ideal test case for our SRP density 

functional for methane interacting with Pt particles. Wei and Iglesia also found that steam 

reforming rates over Pt particles were exclusively limited by the first CH-bond cleavage 132. 

Additionally, they found that steam reforming over supported Pt nanoparticles proceeds over 

essentially uncovered catalyst particles, and that support effects are indirect (they are described 

fully by how the support affects the shape of the catalyst particles).  

 Our approach is useful for getting accurate transition states for elementary dissociation 

reactions of molecules that are stable in the gas phase, and therefore useful for simulating 

heterogeneous catalysis if such reactions play an important role in the mechanism of the catalysed 

reaction. Examples of such reactions are dissociative chemisorption of methane in steam 

reforming132,133, of water in the water gas shift reaction134, of N2 in ammonia production127,135, and 

of CO in many realizations of the Fischer-Tropsch process136. It is less useful if the rate limiting 

step is, for instance, the hydrogenation of an already adsorbed reaction intermediate, as is the case 

for the overall Fischer-Tropsch synthesis reaction over supported Fe nanoparticles137. Catalysed 

reactions with complex reaction mechanisms (such as hydrogenation of olefins on supported Pd 

catalysts involving sub-surface hydrogen138 certainly exist for which the present approach will be 

of little help. Nevertheless, our new approach is likely to provide valuable input for catalysed 

reactions in which the overall rate is dominated by simple dissociation reactions of stable 

molecules.  
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Supporting Tables 

Table S1. Stouffer’s composite Z-scores and corresponding p-values for the various data sets 

considered. Note that for the Pt(211) surface and laser-off conditions the lowest energy point has 

not been included in the calculation of the Z-score. 

 

Surface Conditions k Composite Z-score p-value 

Pt(111) laser-off 6 0.377 0.706 

Pt(111) 𝜈1=1 5 0.074 0.941 

Pt(111) all 11 0.329 0.742 

Pt(211) laser-off 5 -0.724 0.469 

Pt(211) 𝜈1=1 2 -0.626 0.531 

Pt(211) All 7 -0.946 0.344 

All all 26 0.041 0.968 
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Table S2. Molecular beam parameters that characterize the experimental CHD3 velocity 

distributions used in the calculations. v0 and 𝛼 were determined through time-of-flight 

measurements, as described in Sec. 1.3.1.  

 

CHD3 on Pt(111), laser-off 

Nozzle temperature, 

Tn (K) 

Translational energy 

〈𝐸𝑖〉 (kJ/mol) 

Stream velocity 

v0 (m/s) 

Width parameter 

𝛼 (m/s) 

400 81.7 2899 216 

450 89.3 3026 246 

500 97.4 3157 270 

550 102.5 3231 299 

600 111.9 3369 333 

650 120.1 3483 367 

 

CHD3 on Pt(111), laser-on 

Nozzle temperature, 

Tn (K) 

Translational energy 

〈𝐸𝑖〉 (kJ/mol) 

Stream velocity 

v0 (m/s) 

Width parameter 

𝛼 (m/s) 

298 60.7 2512 131 

350 71.4 2723 149 

400 81.9 2913 176 

450 92.2 3089 198 

500 104.6 3284 232 

 

CHD3 on Pt(211), laser-on and laser-off 

Nozzle temperature, 

Tn (K) 

Translational energy 

〈𝐸𝑖〉 (kJ/mol) 

Stream velocity 

v0 (m/s) 

Width parameter 

𝛼 (m/s) 

298 58.2 2454 159 

350 69.2 2671 194 

400 79.5 2856 232 

450 92.5 3076 266 

500 96.8 3151 257 

550 107.9 3321 288 
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Table S3. Transition state energies calculated with VASP and QE for the various functionals and 

implementations of the vdW correlation: the spin-polarized extension of the originally proposed 

spin-unpolarized vdW correlation (*), as implemented in VASP, and the more rigorously derived 

spin-polarized vdW correlation (**), as implemented in QE. 

 

 

DFT code Functional Eb (kJ/mol) 

VASP PBE  92.5 

VASP vdW-DF * 121.7 

VASP SRP32-vdW * 101.8 

QE PBE 92.7 

QE vdW-DF ** 121.1 

QE SRP32-vdW ** 100.8 
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Table S4. Convergence test for CHD3 on Pt(111) investigating number of layers, unit cell size 

(Nx,Ny), plane wave cut off energy and k-points sampling in both directions in momentum space 

along the surface. In the table the energy of the TS (𝐸𝑏
13Å) and the difference ΔE with the best 

converged set up (last line) are reported. The set up chosen for the AIMD simulations is reported 

in the first line. All the results are reported for the SRP32-vdW functional. Note: 1 eV = 96.49 

kJ/mol. 

 

 SRP32-vdW 

Layers Nx Ny cut off 

(eV) 

k-points 𝐸𝑏
13Å 

( eV ) 

ΔE    

(meV) 

5 3 3 350 4 0.856 -5 

5 3 3 350 3 0.804 -57 

 5 3 3 350 4 0.856 -5 

5 3 3 350 8 0.868 7 

5 3 3 350 11 0.868 7 

5 3 3 300 4 0.832 -29 

5 3 3 350 4 0.856 -5 

5 3 3 400 4 0.861 0 

5 3 3 500 4 0.862 1 

4 3 3 350 4 0.934 73 

5 3 3 350 4 0.856 -5 

6 3 3 350 4 0.855 -6 

5 2 2 350 4 0.933 72 

5 3 3 350 4 0.856 -5 

5 4 4 350 4 0.852 -9 

6 2 2 350 4 0.918 57 

6 3 3 350 4 0.855 -6 

6 4 4 350 4 0.861 0 
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Table S5. Convergence test for CHD3 on Pt(211) investigating number of layers, unit cell size 

(Nx,Ny), plane wave cut off energy and k-points sampling in both directions in momentum space 

along the surface. In the table the energy of the TS (𝐸𝑏
13Å) and the difference ΔE with the best 

converged set up (last line) are reported. The set up chosen for the AIMD simulations is reported 

in the first line. All the results are reported for the SRP32-vdW functional. Note: 1 eV = 96.49 

kJ/mol. 
 

 SRP32-vdW 

Layers Nx Ny cut off 

(eV) 

k-points 𝐸𝑏
13Å 

 (eV) 

ΔE 

(meV) 

4 1 3 350 4 0.566 -7 

5 1 3 350 4 0.592 19 

6 1 3 350 4 0.582 9 

4 1 2 350 4 0.599 26 

4 1 3 350 4 0.566 -7 

4 1 4 350 4 0.558 -15 

4 2 2 350 4 0.559 -14 

4 2 3 350 4 0.543 -30 

4 2 4 350 4 0.537 -36 

5 1 2 350 4 0.587 14 

5 1 3 350 4 0.592 19 

5 1 4 350 4 0.586 13 

5 2 2 350 4 0.559 -14 

5 2 3 350 4 0.571 -2 

5 2 4 350 4 0.566 -7 

4 1 3 300 4 0.541 -32 

4 1 3 350 4 0.566 -7 

4 1 3 400 4 0.572 -1 

4 1 3 500 4 0.573 0 

4 1 3 350 3 0.539 -34 

4 1 3 350 4 0.566 -7 

4 1 3 350 8 0.549 -24 

4 1 3 350 11 0.549 -24 

5 2 4 500 8 0.573 0 
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Table S6. Minimum barrier computed with the SRP32-vdW functionals. From top to bottom are 

reported: the barrier using 13 Å of vacuum (𝐸𝑏
13Å), the barrier using 30 Å of vacuum (𝐸𝑏

30Å), the 

residual energy (𝐸𝑅), the effective barrier in the AIMD simulations (𝐸𝑏
𝑒) and the difference 

between 𝐸𝑏
30Å and 𝐸𝑏

𝑒
. See text for further details. Results for Ni(111) are reported from previous 

work 11. 

 

  Pt(111) Pt(211) Ni(111) 

𝐸𝑏
13Å  (kJ/mol) 82.6 54.6 101.8 

𝐸𝑏
30Å  (kJ/mol) 77.7 51.4 96.5 

𝐸𝑅 (kJ/mol) 4.0 2.0 3.9 

𝐸𝑏
𝑒 (kJ/mol) 78.6 52.6 97.9 

𝐸𝑏
𝑒 − 𝐸𝑏

30Å  (kJ/mol) 1.0 1.2 1.4 
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Table S7. Largest adsorption well for the systems studied corrected by the residual energy (Ec
ads) 

(see text for details), and the height of the carbon atom above the surface (ZC). The experimental 

values for the adsorption energy have been taken from Refs.93 and139,140 for Pt(111) and Ni(111), 

respectively. 

 

System Largest Ec
ads (kJ/mol) ZC (Å) Experimental adsorption 

energy (kJ/mol) 

Pt(111) 21.9 3.648 18 

Pt(211) 24.8 3.380 - 

Ni(111) 18.9 3.546 12 

 

 

  



S54 

 

Table S8. Experimental and AIMD results compared. The average beam energy 〈𝐸𝑖〉 is reported 

together with the number of trajectories used in the simulations (Ni), the experimental zero-

coverage reaction probability 𝑆0 and the AIMD reaction probability pi  with the related errors (σ 

and σi, respectively). 

 

 

〈𝐸𝑖〉 (kJ/mol) Ni Exp. 𝑆0 Exp. σ AIMD pi AIMD σi 

Pt(111) - laser-off 

 81.7 1000 0.023 0.005 0.023 0.005 

89.3 1000 0.036 0.005 0.030 0.005 

97.4 500 0.054 0.005 0.060 0.011 

102.5 500 0.071 0.006 0.086 0.013 

111.9 500 0.100 0.008 0.094 0.013 

120.1 500 0.130 0.010 0.140 0.016 

Pt(111) - 𝜈1=1 

60.7 1000 0.032 0.007 0.025 0.005 

71.4 500 0.047 0.008 0.048 0.010 

81.9 500 0.069 0.016 0.066 0.011 

92.2 500 0.078 0.016 0.084 0.012 

104.6 500 0.113 0.029 0.138 0.015 

Pt(211) - laser-off 

58.2 1000 0.016 0.005 0.006 0.002 

69.2 1000 0.027 0.005 0.019 0.004 

79.5 500 0.043 0.005 0.040 0.009 

92.5 500 0.061 0.005 0.058 0.011 

96.8 500 0.075 0.005 0.070 0.011 

107.9 500 0.094 0.005 0.102 0.014 

Pt(211) - 𝜈1=1 

58.2 500 0.068 0.020 0.030 0.008 

69.2 500 0.083 0.012 0.076 0.012 

79.5 500 0.083 0.030 0.068 0.011 
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Table S9. Types of function and parameters used to fit the experimental 𝑆0 data. 

 

   Parameters 

Surface State Function A E0 

(kJ/mol) 

W 

(kJ/mol) 

ν 

Pt(111) laser-off LGS 0.28 118.04 23.01 0.48 

Pt(111) 𝜈1=1 LGS 1.30 203.31 109.97 4e-07 

Pt(211) laser-off ERF 0.170 102.98 48.01 - 
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Supporting Figures 

 

Fig. S1. Experimental and AIMD results (red and blue, respectively) for CHD3 on Pt(211). The 

AIMD results computed considering the trapped trajectories as reacted are reported in green. The 

distances from the AIMD points to the fit (in kJ/mol) are reported in blue. 
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Fig. S2. Dissociative sticking probabilities, S0(Ei), for the dissociative chemisorption of CHD3 on 

Pt(111), for a surface temperature of 500 K. The molecules are initially in the ground vibrational 

state, or one of the single-quantum vibrational states indicated. 
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Fig. S3. Rigid-surface single-site reaction probabilities, P0(Ei), for the CH cleavage configuration.  

The molecules are initially in the ground vibrational state or the 𝜈1=1 excited state.  Four 

combinations of coupling and MEPs are included, as discussed in the text. 
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Fig. S4. Panel A: Time-of-flight profiles recorded for the 1.5% CHD3 in H2 mixture used for the 

King and Wells experiments at a nozzle temperature of 400 K. Panel B: Δd vs 𝑡0 obtained by fitting 

the time-of-flight profiles. The dashed line shows a fit to the data, the gradient of which 

corresponds to the velocity of the molecular beam.   
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Fig. S5. The pyroelectric detector calibration, showing that the measured signal is proportional to 

the flux of excited molecules into the UHV chamber. The dashed red line is a fit to the data, which 

was used to determine the flux of excited CHD3, and 𝑓exc for the measurements here.    
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Fig. S6. King and Wells trace for the dissociative chemisorption of CHD3 on Pt(111) at a surface 

temperature of 500 K and translational energy of 82 kJ/mol without laser excitation. The time axis 

has been shifted so that 𝑡 =0 s corresponds to the time when the inert beam flag was opened and 

the molecular beam hit the surface. The inset shows a magnification of the 20 s when the beam 

flag was open.  
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Fig. S7. A schematic overview of the molecular beam path used for the King and Wells 

measurements.  
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Fig. S8. Top view of the supercell used to simulate the Pt(211) slab. The 1x3 cell contains 3 times 

the irreducible unit cell (highlighted in green). The left part of the irreducible unit cell is 

characterized by the hexagonal (111) surface-like structure (red dashed lines) and the right part by 

the square (100) step (red full lines). The atoms are reported in blue and the color intensity is 

proportional to the height in Z. The letters mark the non-equivalent top sites investigated: edge (e), 

middle (m) and bottom (b). 
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Fig. S9. Scheme of the barriers considered for CH4 + Pt(111). The blue and the red curves refer to 

the 13 Å and to the 30 Å set up, respectively. The barrier heights 𝐸𝑏
13Å and 𝐸𝑏

30Å are shown as 

dashed arrows in the same color of the related curve. The residual energy 𝐸𝑅 is reported as a green 

arrow and the barrier height difference between the two vacuum sizes (∆𝐸𝑏) is reported as a black 

arrow. Note that for the Pt(211) slab the gas phase, and therefore ER, has been defined at 6.5 Å.  
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Fig. S10. Panel A: methane-surface interaction computed with 13 and 30 Å of vacuum (full and 

dashed red curves, respectively). Energies are reported with respect to the asymptotic energy. 

Panel B: difference between the 30 Å curve and the 13 Å curve (reported in panel A). Results for 

CH4 + Pt(111). 
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Fig. S11. Panel A: long range interactions computed with the 13 Å (solid lines) and 30 Å (dashed 

lines) vacuum distances. Panel B: difference between the two vacuum sizes. For both plots the 

colors represent the site above which the molecule is located (blue, red and green for edge, middle 

and bottom top respectively). Results for CH4 + Pt(211). 
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Fig. S12. Geometries of the TS with the minimum barrier height and of the molecular adsorption 

states in the vdW well for Ni(111), Pt(111) and Pt(211) (panels A, B and C, respectively). 
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Fig. S13 Available experimental zero coverage reaction probability (𝑆0) for the dissociation of 

CHD3 on Pt(111)  vs. the average beam kinetic energy (〈𝐸𝑖〉) for different surface temperatures. 

All the experimental data from 2013 and the AIMD results are taken from Ref.5. 
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Fig. S14. Experimental and AIMD results (red and blue, respectively) for CHD3 on Pt(111). The 

distances from the AIMD points to the fit (in kJ/mol) are reported in blue.  
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Fig. S15. Computed site reactivity on Pt(211). The figure shows the point of impact of molecules 

that react, at time 0 and at the time of reaction (see text for definition) in green and red respectively, 

and the initial positions of molecule that scatter in white. The step edge atoms are highlighted in 

gray. Panel A and B report results for laser-off and 𝜈1=1 calculations, respectively.  
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Fig. S16. Fraction of CH bond cleavage computed for 𝜈1=1 (panel A) and laser-off (panel B) 

reaction. The results are reported in yellow and brown for step edge and terrace reactions 

respectively. For laser-off, no reaction occurred at the terrace for 〈𝐸𝑖〉 = 58.2 and 92.5 kJ/mol. 
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Fig. S17.  The total energy, V0, along the minimum energy path for methane dissociation on 

Pt(111), using both the PBE and SRP32-vdW functionals. V0 is plotted as a function of both the 

path length, s, and in the inset, the distance of the carbon atom above the surface plane, ZC. 
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Fig. S18. The four unique transition state orientations for CHD3 on Pt(111).  The H atom is white. 
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Fig. S19. Energies of the normal modes, ħωq(s), along the reaction path for the CH cleavage 

configuration of CHD3 on Pt(111), using both the SRP and PBE functionals. 
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Fig. S20. Vibrationally nonadiabatic couplings, Bq,k(s), along the reaction path for the dissociative 

chemisorption of CHD3 on Pt(111), for the CH cleavage configuration. 
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Fig. S21. Vibrationally nonadiabatic couplings, Bq,k(s), along the reaction path in the entrance 

channel, for the CH cleavage configuration.  Note the expanded scale from Fig. S20.   
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Fig. S22. Curvature couplings, Bq,15(s), along the reaction path in the entrance channel, for the CH 

cleavage configuration. 
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