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ABSTRACT

The theoretical description of methane dissociating on metal surfaces is a current frontier

in the field of gas-surface dynamics. Dynamical models that aim at achieving a highly

accurate description of this reaction rely on potential energy surfaces based on density

functional theory calculations at the generalized gradient approximation. We focus here

on the effect that the exchange-correlation functional has on the reactivity of methane

on a metal surface, using CHD3 + Pt(111) as a test case. We present new ab initio

molecular dynamics calculations performed with various density functionals, looking also

at functionals that account for the van der Waals (vdW) interaction. While searching

for a semi-empirical specific reaction parameter density functional for this system, we

find that the use of a weighted average of the PBE and the RPBE exchange functionals
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together with a vdW-corrected correlation functional leads to an improved agreement

with quantum state-resolved experimental data for the sticking probability, compared

to previous PBE calculations. With this semi-empirical density functional we have also

investigated the surface temperature dependence of the methane dissociation reaction

and the influence of the rotational alignment on the reactivity, and compared our results

with experiments.

1 INTRODUCTION

The level of accuracy that can be achieved in modeling gas-surface reaction dynamics

strongly depends on the accuracy of the interaction potential employed. Assuming the

Born-Oppenheimer approximation to be valid, the state-of-the-art electronic structure

method that allows the computation of potential energy surfaces (PESs) for molecules

interacting with metal surfaces is density functional theory (DFT) at the generalized

gradient approximation (GGA) level [1]. Many implementations of the GGA exist, dif-

fering in the approximate expression of the exchange-correlation functional (EXC). Even

though functionals at the GGA level are not expected to be accurate in predicting, for

instance, the reaction barrier height for a given system (for gas phase reactions the lowest

mean absolute error is 3.8 kcal/mol, as obtained with the MOHLYP2 functional [2, 3]),

semi-empirical versions of EXC allow one to produce accurate PESs through the fitting of

one parameter to a single set of experimental data for H2-metal surface interactions [4–7].

Methane dissociation on metal surfaces is a reaction for which an accurate theoreti-

cal description has not yet been achieved [7]. Many of the studies that focused on this

system [8–35] have been motivated by fundamental questions and focused on the hyper-

thermal energy ranges, but the reaction is also of industrial interest, as it is believed

to represent a rate limiting step in the methane steam reforming process [36]. Previous

work [27, 37] suggested that the same direct reaction mechanism is followed under both

thermal (catalytically relevant) and hyperthermal conditions on Ni and Pt, validating

the use of a dynamical approach to study this reaction. Mode specificity [13,30,35] with
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unusually large vibrational efficacies [14,15] and bond selectivity for the partially deuter-

ated isotopologues [17,24,33] are just a few examples of the interesting properties of the

sticking probabilities that have been observed for this system. Yoder et al. [19, 38, 39]

were also able to show that the reactivity of methane is influenced by its rotational align-

ment. They employed a linearly polarized laser to selectively prepare CH4 and CHD3

molecules in a particular rovibrational state, and changed the laser polarization direc-

tion to generate different angular momentum (and vibrational transition dipole moment)

alignments. Their results suggest that the reactivity depends mainly on the alignment

of the vibrational transition dipole moment of the molecule, rather than on its angular

momentum alignment, with the highest reactivity observed for the vibrational transition

dipole moment oriented in the direction parallel to the surface.

We have previously shown [40] that by using the PBE density functional [41, 42] in

combination with the ab initio molecular dynamics (AIMD) method semi-quantitative

agreement can be obtained with quantum state-resolved experimental sticking probabil-

ities for CHD3 on Pt(111). In particular, we simulated two types of molecular beam

experiments: molecular beams in which the molecules are initially vibrationally excited

with one quantum in the ν1 (CH-stretch) mode through a laser, and molecular beams

of which the vibrational composition is determined by the gas temperature of the beam

(‘laser-off’ experiments). Even though a large fraction of the molecules in the laser-off

beams is in a vibrationally excited state (assuming no or minor vibrational cooling after

the supersonic expansion), the vibrational state which is by far most populated is the

vibrational ground state. For both laser-off and CH-stretch excited conditions we consid-

ered exclusively experiments conducted at relatively large average collision energies, so

that the reaction occurs in the classical, over the barrier energy regime [40].

The combination of the AIMD method employed and the experimental observables

considered is suitable for testing the accuracy of the PES underlying the methane disso-

ciation on Pt(111). In fact, the quasi-classical trajectory (QCT) technique can be used

to accurately study the vibrational efficacy of the CH-stretch mode, as this vibrational

mode is off-resonance with other modes due to the mass mismatch between the H and the
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heavier D atoms. Therefore, less ‘artificial’ intramolecular vibrational energy redistribu-

tion (IVR) caused by the use of classical mechanics is expected for this isotopologue of

methane in the case of pre-excitation of the CH-stretch mode [43,44]. The use of the QCT

technique is further justified because the average total energies (vibrational + transla-

tional) we consider here are larger than the zero-point energy (ZPE) corrected minimum

energy barrier, below which the reaction could only occur through an non-physical energy

flow of the vibrational ZPE to the reaction coordinate in classical mechanics [28]. Fur-

thermore, previous quantum calculations have suggested a minor influence of tunneling

at large collision energies and a predominant over-the-barrier dissociation mechanism for

the reaction of methane on a metal surface [21]. Moreover, it has been shown [31,32] that

the strong isotope effect observed for methane reacting on Pt(111) [9] could be explained

purely on the basis of the different ZPEs that characterize the different isotopologues of

methane. By using the AIMD method, in addition to avoiding fitting/interpolation inac-

curacies in the pre-calculated potential due to the ‘on-the-fly’ computation of the forces,

no dynamical approximation with respect to the time evolution of any of the molecular de-

grees of freedom has to be made a priori [40,45]. Finally, the motion of the surface atoms

and their thermal displacement from the equilibrium positions, which has been shown to

play a role in the dissociation dynamics of methane on metal surfaces [30,40,46], can be

explicitly included in the dynamics. In fact, the movement of the first layer surface atoms

towards the impinging molecules significantly lowers the dissociation barrier for methane

on metals [47–49], and this finding has been used to explain [46, 49] the extent to which

the reactivity is enhanced by increasing the surface temperature (Ts) [9, 11,50–53].

The agreement with experimental data obtained using the PBE functional was lim-

ited [40]: The reactivity computed when simulating laser-off molecular beams was overes-

timated over the whole energy range investigated, with the theoretical reaction probability

curve being shifted from the experimental curve by about 0.1 eV. Furthermore, the vi-

brational efficacy obtained for the CH-stretch mode of CHD3 was underestimated. These

findings are not surprising given the limited accuracy of GGA-level density functionals,

like PBE, as already mentioned above. In order to tackle these limitations, we present
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here a study of the influence of EXC on the dissociation of methane on Pt(111). Our

ultimate goal is to develop a semi-empirical density functional for this system, following

the specific reaction parameter (SRP) approach. This approach, inspired by the work of

Truhlar and coworkers [54,55], has been successfully applied to the reactive scattering of

H2 from low-index copper surfaces [4–6]. To be considered as such, a SRP functional for

the system we consider here must in principle produce good agreement with the laser-off

experimental reaction probabilities over the energy range for which data are available, and

it must correctly predict the reactivity of the ν1 = 1 vibrational state. Once such a semi-

empirical density functional is identified, testing it against other experimental observables

for the same system is helpful for ultimately validating its accuracy or ascertaining the

validity of the dynamical approach used for describing these observables.

In the search of a SRP functional for this system, we have considered functionals

that mimic the van der Waals (vdW) interaction [56], motivated by recent studies that

demonstrated the improved description of two molecule-surface reactions achieved with

vdW-corrected density functionals [57, 58]. Note that traditional GGA functionals are

not able to predict the long range dispersion interactions. First, we have investigated the

presence of the vdW physisorption well that appears if a vdW-corrected density functional

is employed, and compared the well depth to experimental data to validate the vdW ap-

proach employed. Next, we have performed static calculations to identify the minimum

reaction barrier height for each of the functionals considered. The most promising func-

tionals have been tested through new AIMD calculations for the CHD3 + Pt(111) system

and the computed sticking probabilities have been compared to the previous PBE-AIMD

calculations and to the results of quantum state-resolved experiments [40]. Finally, the

functional that returns the best agreement with the experimental sticking probabilities

has been tested by investigating two additional observables. First, we have studied the Ts

dependence of the methane dissociation reaction and compared the computed results to

experimental data from Luntz and Bethune [9]. Secondly, we have looked at the influence

of the rotational alignment on the reaction probability, simulating experiments similar

to the one described in Refs. [19, 38] but at larger collision energies, for which we can
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calculate statistically accurate reaction probabilities with AIMD.

The results indicate that the use of a density functional that employs the correla-

tion functional of Dion et al. [56], which is able to mimic vdW-type interactions, and a

weighted average of the PBE and the RPBE [59] exchange functionals, leads to improved

agreement with experimental data when compared to previous PBE-AIMD calculations.

The improvements consist in (i) a decreased laser-off reactivity, (ii) a more gradual in-

crease of the laser-off reactivity curve over the energy range for which experimental data

are available, and (iii) an increased vibrational efficacy for the CH stretch mode of CHD3.

The laser-off reaction probability curve obtained when using this functional, however, still

increases somewhat too steeply with the collision energy so that the experimental reac-

tivity is overestimated at the highest collision energies simulated. Interestingly, this new

density functional returns a minimum barrier height that is almost equal to the PBE bar-

rier height, indicating that aspects of the PES other than the barrier height also affect

the reactivity. Our results suggest that the transition state region is less accessible to the

reacting molecules as the dissociating bond at the transition state is more elongated than

with the PBE functional. This also explains the larger and improved vibrational efficacy

obtained for the CH-stretch mode on the basis of one of Polanyi’s rules [60], according to

which the more extended the dissociating CH bond is at the transition state, the higher

should be the vibrational efficacy. Regarding the comparison with other experimental

observables our dynamical model would seem to underestimate the extent to which the

reactivity of CH4 on Pt(111) is enhanced by Ts, as measured by Luntz and Bethune [9].

Furthermore, no rotational alignment effects have been obtained for CHD3 + Pt(111)

at the large collision energies investigated (〈Ei〉 = 0.83 eV) for which, unfortunately, no

experimental data are yet available.

The structure of this article is as follows. In Section 2 the methodology is described.

In Section 3, all the results are presented and discussed: Static calculations that focus

on the vdW well (Section 3.1) and on the dissociation barrier (Section 3.2), and AIMD

calculations simulating quantum state-resolved experiments for CHD3 + Pt(111) (Sec-

tion 3.3) and investigating the Ts dependence (Section 3.4) and the rotational alignment
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dependence (Section 3.5) of the methane dissociation reaction. Finally, the conclusions

are presented in Section 4.

2 METHODS

The sticking (dissociation) probability S0 of methane on Pt(111) has been determined

using the AIMD technique [61, 62]. Details about the calculations have been given pre-

viously [40] and are only briefly summarized here. A (3x3)-surface-unit-cell slab with 5

atomic layers is employed to model the surface, and a vacuum space 13 Å long has been

used to separate periodic replicas of the surface. The bulk lattice constant as well as

the interlayer distances have been self-consistently relaxed for each of the tested density

functionals. The electronic structure calculations are characterized by an energy cutoff

for the plane wave expansion equal to 350 eV. A Γ-centered 4x4x1 k-point grid has been

employed to sample the first Brillouin zone, with the projector augmented wave (PAW)

method [63,64] to represent core electrons and a Fermi-Dirac smearing with width param-

eter σ = 0.1 eV. All the electronic structure and AIMD calculations have been performed

with the Vienna ab initio simulation package (VASP) [63,65–69]. In order to mimic sur-

face temperature effects, the optimized lattice constant has been expanded according to

experimental information [70, 71], in a way that is entirely analogous to the procedure

used in Ref. [40]. For all the tested functionals, the optimized lattice constant (reported

in Table 1) is in reasonable agreement with the experimental value of 3.916 Å [70,71].

Displacements and velocities are initially assigned to the surface atoms to simulate

their thermal motion, with the exception of the atoms in the bottommost layer, which

are kept fixed at their ideal positions during the dynamical calculations. The procedure

employed to sample the surface initial conditions is essentially the same as described in

Refs. [40,62]. Clean surface 1.5 ps long AIMD calculations in which the number of parti-

cles in the simulation box, the volume and the total energy are kept constant (NV E runs)

are employed to equilibrate at least nine differently initialized surfaces at a specific Ts. For

this first equilibration run, the initial displacements and velocities are assigned assuming
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the atoms to be independent harmonic oscillators, with the corresponding frequencies in

the range 10 meV < ωαj < 16 meV as determined from normal mode analysis for a single

atom in an ideal slab (the indexes α and j refer to the x,y, and z degrees of freedom

of a metal atom and to the atomic layer considered, respectively). Note that the ωαj

values have been found to be quite insensitive to the density functional employed. The

initial conditions for the surface atoms in the molecule-surface simulations are randomly

selected from consecutive 1 ps long NV E equilibration runs. The time-step employed

for the surface equilibration is 1 fs. Whenever the average Ts calculated over all the

equilibrated surfaces in the second equilibration runs did not agree within one standard

deviation with the desired Ts, we have performed a velocity rescaling run followed by

an additional NV E equilibration run (0.8 ps and 1ps, respectively). A final 1 ps long

equilibration run is then performed and employed to sample the surface initial conditions

for the molecule-surface simulations. At the two highest Ts’s simulated (850 K and 1200

K), we have observed stacking fault defects occurring during some of the equilibration

runs, and we have taken care of discarding such runs.

Between 500 and 2000 NV E trajectories have been computed to estimate S0 for

each molecular beam experiment simulated. The initial conditions of the trajectories

are chosen such that the velocity of the center of mass of the molecule samples a flux-

weighted velocity distribution that accounts for the spread in velocity of the beam [72].

The parameters defining the velocity distributions (the stream velocity vs and the width

parameter α [72]) of the quantum state-resolved experiments from Beck and coworkers

have been determined by the experimentalists using time-of-flights (TOF) techniques (all

beam parameters have been reported and discussed in Ref. [40]).

With respect to our previous work, we have slightly modified the operational definition

of a reactive event. A trajectory is considered reacted if a CH or CD bond becomes larger

than 2 Å and remains in this configuration for at least 100 fs, or, alternatively, if a CH

or CD bond becomes larger than 3 Å. This operational definition accounts, at least in

part, for the possibility of barrier recrossing. No considerable difference has been found

if this definition of reactive event is applied to the previous PBE-AIMD calculations.
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A trajectory is considered scattered if the center of mass of the molecule reaches the

distance of 6 Å from the surface, with the velocity pointing away from the surface.

Trajectories are time propagated until one of the two mentioned outcomes is achieved. In

very few trajectories of all the AIMD trajectories computed using vdW-corrected density

functionals (6 out of more than 15000), the molecule remains trapped in the physisorption

well after having collided with the surface. After a maximum propagation time of 1

ps these molecules are considered scattered, on the basis of the negligible reactivity of

physisorbed molecules on Pt(111) observed experimentally [73]. Error bars on the sticking

probability values have been estimated using the Wilson method [74] and represent 95%

confidence interval unless otherwise stated. The size of the error bars illustrates the

quality of the statistical sampling for each sticking probability value computed, the error

bars being a function of the estimated sticking probability itself and of the number of

trajectories employed to estimate it.

In addressing the vibrational population of the supersonic molecular beams simulated,

two types of beams have been considered. In the first beam type, the vibrational ground

state is the most populated state, but vibrationally excited molecules are also present due

to collisions with a heated nozzle (‘laser-off’ beams). In order to simulate these beams,

we have assumed the vibrational population to be Boltzmann-like with a vibrational

temperature equal to the vibrational temperature characterizing the beam. In the second

class of beam, the CHD3 molecules are selectively prepared with one quantum of vibration

in the CH-stretch (ν1) mode using a laser. Only molecules in the ν1 = 1 vibrational state

have been used to simulate this second type of beam. Standard Monte Carlo techniques

are employed to represent the initial vibrational state of the molecule, as already described

in Ref. [40]. We exploit the quasi-classical trajectory (QCT) method, which means that

vibrational ZPE is initially imparted to the impinging molecules. The angular momentum

of the molecule is initially set to zero with exclusion of the simulations of rotationally

aligned beams, for which we have simulated CHD3 molecules in a particular (J,K,M)

state. The three quantum numbers reflect the quantization of the magnitude of the

angular momentum |J|, the projection of J on the molecule’s figure axis Jaxis and the
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projection of J on the space fixed z-axis, Jz, respectively. In order to simulate a molecule

in a particular (J,K,M) state, first we have set the angular momentum of the molecule in

the figure axis reference frame such that |J| = ~
√
J(J + 1) and that Jaxis = ~K [75,76].

We have next rotated the figure axis reference frame such that Jz = ~M (the z axis

has been chosen to coincide with the surface normal). Therefore, the constraints on

|J|, Jaxis and Jz determine three out of the six degrees of freedom needed to define J

and the molecule’s orientation: the magnitude of J, the polar angle that defines the

orientation of J with respect to the z axis (equal to arccos

(
M√
J(J+1)

)
), and one of the

Euler angles defining the molecule’s orientation with respect to the angular momentum

(equal to arccos

(
K√
J(J+1)

)
). The three remaining degrees of freedom, i.e. the azimuthal

angle that defines the orientation of J with respect to the z axis and the two remaining

Euler angles that describe the molecule’s orientation relative to J randomly sample the

range [0; 2π].

Two types of functionals have been employed to represent the exchange-correlation

functional in the electronic structure calculations. The first type of functional employed is

characterized by PBE correlation [41,42]. Apart from the PBE functional itself, we have

considered the RPBE functional [59] and the use of a density functional that employs

PBE correlation and an exchange functional of the following form:

EX = x · ERPBE
X + (1− x) · EPBE

X , (1)

where EPBE
X and ERPBE

X are the PBE and the RPBE exchange functionals, respectively.

The RPBE functional is known to be more repulsive than the PBE functional. By using a

functional as in Equation 1 the barrier height of a system can be tuned through a change

in the value of the x coefficient [4, 5].

Wijzenbroek et al. [57] have recently shown that vdW-corrected density functionals

can improve the description of a molecule-surface reaction (H2 + Ru(0001)). Moreover,

vdW-corrected density functionals have been shown to better describe properties such

as adsorption energy and reaction barriers for N2 interacting with W(110), compared to

traditional density functionals like PBE and RPBE [58]. Motivated by these findings,
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the second class of functionals that we have tested is characterized by the non-local cor-

relation functional proposed by Dion et al. [56] to mimic dispersion interactions (van der

Waals forces), which are generally not correctly described with regular GGA function-

als. Note that an efficient implementation of this non-local correlation functional has

recently become available [69, 77]. This correlation functional (from now on called vdW

correlation) has originally been paired with revPBE [78] exchange, forming the so-called

vdW-DF exchange-correlation functional [56], but it can in principle be used in combi-

nation with any exchange functional [79, 80]. In the current work, in addition to the

vdW-DF functional, we have tested vdW correlation paired with PBE exchange (PBE-

vdW), with RPBE exchange (RPBE-vdW), with optPBE exchange (optPBE-vdW) [80]

and with an exchange functional of the form described by Equation 1. Note that the

optPBE exchange functional is also defined as a weighted average of the PBE and the

RPBE exchange expressions, with an additional modification of the κ and µ parameters

which appear in both the PBE and the RPBE exchange functionals [80].

Barrier heights have been determined with the climbing image nudged elastic band

(CINEB) method [81, 82], as implemented in the VASP transition state tools developed

by Henkelman and Jónsson. Nave and Jackson explored different reaction paths for

methane dissociating on Pt(111) [48,49]. They identified the reaction pathway that leads

to the adsorption of both the methyl group and the hydrogen atom on top sites as the

path with the lowest energy transition state (TS). We have considered the same path

for the CINEB calculations, optimizing four images between a methane molecule placed

with its center of mass 4 Å far from the surface (the reactant state) and the dissociated

configuration (the product state). The path has been optimized until the forces acting

on all the images became smaller than 15 meV/Å. For the PBE functional, the use of

a smaller threshold for convergence (5 meV/Å) has been found to affect the transition

state energy by less than 2 meV. Note that for all the tested functionals the slab employed

has been constructed using the optimized bulk lattice constant (and optimized interlayer

distances). Note also that the surface atoms have been kept fixed at their equilibrium

positions during the CINEB calculations.
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3 RESULTS AND DISCUSSION

3.1 The Van der Waals Well

As mentioned earlier, regular GGA density functionals are known to fail at describing

dispersion interactions. As a consequence, functionals like PBE or RPBE do not correctly

model the physisorption of molecules on metal surfaces. Figure 1 A shows the interaction

energy calculated as a function of the distance between the center of mass of CH4 and an

ideal Pt(111) slab (Z coordinate). The geometry of the molecule has been kept frozen at

the optimized gas-phase configuration. The molecule is placed above the hcp hollow site

with one hydrogen atom pointing away from the surface (θ = 0◦) and the other H atoms

oriented toward the top sites. Note that the zero of energy is defined as the energy of a

methane molecule in its gas-phase relaxed geometry placed midway between two periodic

replicas of the slab (Z = 6.5 Å). Using the PBE functional, only a shallow potential

well that is about 20 meV deep is observed at Z ≈ 4 Å (Figure 1 A). Using the vdW

correlation functional that accounts for dispersion interactions, a considerably deeper

adsorption well is obtained (Figure 1 A). As expected from the more repulsive nature of

the RPBE exchange with respect to the PBE exchange, the vdW well calculated with

the PBE-vdW functional is deeper and the minimum is slightly closer to the surface than

for the RPBE-vdW functional (Figure 1 A). The energy profile for large Z, however, is

very similar for the two vdW-corrected functionals: at Z = 4.5 Å the interaction energy

calculated with the two functionals differs by only 10 meV, and this difference becomes

even smaller at larger values of Z. This is consistent with the fact that the correlation

term in EXC (which is the same for PBE-vdW and RPBE-vdW) and not the exchange

term is responsible for the interaction at the largest distances [56].

In Figure 1C we have plotted two 1D cuts of the PES calculated for the same molec-

ular configuration chosen for Figure 1 A, using the PBE-vdW functional but employing

different amounts of vacuum space between the slab and its periodic replica. The curve

calculated with the setup characterized by the smaller vacuum space (13 Å) is shifted

upwards by about 45 meV with respect to the other curve. For each computational setup
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the zero of the interaction energy is defined as the energy of a methane molecule in its

gas-phase configuration placed midway between two periodic replicas of the slab. Note

that for the system with 30 Å of vacuum space, at Z = 6.0 Å the interaction energy

is still about 45 meV. Therefore, the shift between the two curves at Z = 6 Å is due

to a residual attractive interaction for the gas-phase configuration of the setup with the

smaller vacuum space. Unfortunately, the use of a larger vacuum space leads to an in-

crease in the computational cost of the electronic structure calculations caused by the

increased plane wave basis set size. Moreover, performing dynamics with the molecule

initially placed at larger distances from the surface requires more time propagation steps

for the molecule to reach the surface (and for the molecule to reach again the gas-phase

after the impact with the surface, in the case of a scattering event). We have estimated

that adding 3 Å of vacuum space to our computational setup would overall increase the

computational cost of a scattered trajectory by about 50 %. On the other hand, using 13

Å of vacuum space affects the energetic by only a systematic 45 meV upward shift of the

gas-phase level, while it allows to keep the computational cost relatively low. We only

have to keep in mind that the presented values of adsorption energies and energy barriers

calculated using the vdW correlation functional apply to the computational setup that

we have employed, while with the use of a larger vacuum space the adsorption energies

are expected to be about 45 meV larger and the barriers 45 meV lower.

In Figure 1B we plot similar energy profiles as shown in Figure 1A but for two differ-

ent combinations of adsorption site and molecular orientation. The functional employed

is PBE-vdW. The two curves are only slightly different, and the biggest differences are

observed at closer distances from the surface, suggesting that the multidimensional PES

calculated using the vdW correlation functional is rather independent of X and Y , and

of the Euler angles of orientation in the proximity of the vdW (physisorption) well. We

have optimized the molecular geometry testing various surface impact sites and molecular

orientations and we have found that the configuration that corresponds to the minimum

of the curves in Figure 1A is the lowest in energy (Eads = 0.214) while the adsorption

energy differs by less than 43 meV (1 kcal/mol) if other molecular adsorption configu-
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rations (including other local minima) are considered. Note that for all the adsorption

configurations considered the geometry of the molecule does not considerably differ from

the gas-phase configuration. In Table 2 we report the molecular adsorption energy Eads

calculated with three different exchange correlation functionals: PBE-vdW, RPBE-vdW

and a functional that employs the vdW correlation and the exchange of the form of

Equation 1 with x = 0.1 (the choice of this value for the x coefficient will become clearer

later on). Consistently with the curves reported in Figure 1A, the adsorption energy

calculated with the PBE-vdW functional is about 60 meV larger than the RPBE-vdW

value, while the RPBE:PBE/0.1:0.9-vdW functional returns an intermediate value. As

mentioned earlier in this section, these values of Eads are expected to be about 45 meV

larger for a computational setup with a larger amount of vacuum space.

Experimentally, methane is known to molecularly adsorb on Pt(111) with an adsorp-

tion energy in the range 0.17 eV - 0.23 eV [83–87] (see also Table 2). The values of EAds

reported in Table 2 are in fairly good agreement with this experimental range. Consider-

ing the extra 45 meV that would have to be added when considering a larger vacuum space,

the PBE-vdW and the RPBE:PBE/0.1:0.9-vdW functionals would slightly overestimate

the adsorption energy, whereas the adsorption energy calculated with the RPBE-vdW

functional would fall inside the experimental range. The reasonable agreement obtained

between the vdW approach employed and the experimental data in the physisorption

well depth suggests that the description of the long-range interaction achieved with the

method of Dion et al. [56] for this system is physically sound.

We note in passing that accurately modeling the vdW well for methane interacting

with metal surfaces should be relevant for describing two recent sets of experimental

data [73, 88]. In a first study, Beck and coworkers investigated the physisorption of

CH4 and the dissociation of CH4 physisorbed on Pt(111), without finding significant

differences between laser-off and vibrationally excited beams [73]. In a second study, Utz

and coworkers, suggested a precursor-mediated dissociation channel for CH4 impinging

at very low collision energies on Ir(111) [88]. To our knowledge all dynamical studies

that have appeared so far relied on density functionals that fail at modeling dispersion
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interactions, and therefore cannot be used to model these two sets of experimental data.

3.2 The Dissociation Barrier

Using CINEB calculations, we have identified the TS along a reaction path that connects

a molecule in its equilibrium geometry placed at Z = 4 Å to a dissociated configuration

corresponding to a methyl fragment and a hydrogen atom adsorbed on two neighboring

top sites, with one CH bond of the methyl group pointing toward the adsorbed H. This

path, illustrated in Figure 2, has been suggested by Nave et al. to correspond to the

minimum energy path for dissociation of CH4 on Pt(111) [49], as also predicted by Lozano

et al. [32]. In both Ref. [49] and Ref. [32] six reaction paths differing in the orientation

of the dissociating CH bond (towards a bridge, a hcp-hollow or a fcc-hollow site) and of

the other (non-reacting) CH bonds have been considered. Very similar TSs have been

found across the different paths, with all the TS energies falling within 50 meV from the

minimum energy barrier in both studies [32, 49]. For this reason we have focused here

only on the path characterized by the lowest energy TS, as we expect that the other TSs

would be affected in a similar way by the choice of the density functional.

In Figure 2 we plot the energy computed along the dissociation path for the various

tested functionals. Note that the density functionals that account for the vdW interac-

tion predict negative energies on the reactant side of the barrier, as expected from the

presence of a vdW well (see Section 3.1). Product energies can also vary significantly,

and the dissociation path considered is predicted to be endothermic or slightly exothermic

depending on the functional employed.

Some details about the TSs obtained are summarized in Tables 3 and 4, where we

report the TS energy (with and without zero-point energy corrections) and some descrip-

tors of the TS geometry: the distance of the C atom to the surface ZC , the distance of

the dissociating H atom to the surface ZH , the angle included between the dissociating

CH bond and the surface normal θdiss, the angle β that the ‘umbrella’ axis (i.e. the axis

of the non-dissociating CH3 moiety) forms with the surface normal, and the length of

the dissociating CH bond, rb. Note again that the TS energies calculated using the vdW
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correlation functional are expected to be about 45 meV lower if a large enough vacuum

space is included between periodic replicas of the slab (see Section 3.1).

We observe that the geometries of the TSs identified do not differ considerably in

the values of θdiss, β and ZH , while ZC and rb are the most affected by the choice

of the density functional employed. We also observe that ZPE corrections affect the

barrier heights for the CH4 dissociation with a shift downwards of about 0.12 eV, which

is almost independent of the density functional employed. In the case of a different

isotopologue of methane, like CHD3, different ZPE corrections apply, which also depend

on whether a CH bond or a CD bond is dissociating, and, for the case of CD bond

dissociation, on the position of the H atom (see Table 3). For CHD3, the ZPE-corrected

barrier for CH bond dissociation is lower than the barrier for CD bond dissociation,

which is consistent with the larger ZPE associated with the CH bond in the gas-phase,

as already observed previously [25,31,35,40,89]. The two possible configurations for CD

bond cleavage (symmetric or non-symmetric with respect to the plane perpendicular to

the surface including the C atom and the dissociating D atom) have almost identical

ZPE-corrected dissociation barriers [89]. In general, the ZPE corrections for the same

isotopologue, dissociating bond and molecular configuration are almost independent of

the functional employed. Therefore, the non-ZPE-corrected barrier Eb can be considered

when comparing the various functionals for a particular isotopologue and dissociating

bond.

The TS geometry that we have found using the PBE functional is very similar in the

values of ZC , ZH , θdiss and rb to the barrier geometry found by Nave et al. [49]. Small

differences could be expected from the different computational setups (surface unit cell

size, number of atomic layers, cutoff energy, k-point grid). The TS energy that we have

found, however, is about 0.12 eV lower than the value of Ref. [49]. This difference can be

explained accounting for the different surface unit cell size and the different number of

atomic layers, as already discussed previously [40, 45]. Our computational setup is very

similar to the one employed by Lozano et al. [32], and the TS that we have found using

the PBE functional is very similar to the minimum energy TS that they have obtained
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in both energy (0.81 eV vs. 0.809 eV) and geometry (e.g. rb = 1.51 Å vs. rb = 1.502 Å,

θdiss = 131◦ vs. θdiss = 133.2◦).

The overestimation of the laser-off reactivity using the PBE functional made us sug-

gest that the PBE functional underestimates the dissociation barrier by about 0.1 eV [40].

A popular density functional that is known to produce higher reaction barriers is the

RPBE functional. Viñes et al. [90] reported a TS energy of 1.06 eV for the RPBE func-

tional and a computational setup similar to the one that we have used. Here, we have

also obtained a larger Eb value for the RPBE functional (about 1.17 eV, see Table 3).

The discrepancy could be explained if the barrier reported in Ref. [90] would include

surface relaxation effects, which is not explicitly mentioned. In fact, the upward motion

of the surface atom below the dissociating molecule has been shown to be able to lower

the barrier by up to 0.15 eV for this system [49].

The barrier that we have computed using the RPBE functional is about 0.36 eV higher

than the PBE barrier, as expected from the more repulsive nature of the exchange part

of the former functional. Considering the 0.1 eV energy shift between the experimental

reaction probability curve and the PBE simulations, we expect the RPBE functional

to highly overestimate the barrier height for this system. We note in passing that the

RPBE barrier is slightly ‘later’ than the PBE barrier, with rb being about 35 mÅ more

elongated. Calculations employing PBE correlation together with an exchange functional

of the form of Equation 1 with a mixing coefficient x = 0.24 have produced a barrier of

0.91 eV (see Table 3), approximately 0.1 eV higher than the Eb value obtained with the

PBE functional.

Tables 3 and 4 also includes the results of CINEB calculations performed with vari-

ous density functionals that employ vdW correlation. The originally proposed vdW-DF

density functional, which exploits revPBE [78] exchange, returns a TS energy which is

similar to the one obtained using the RPBE-vdW functional (35 meV difference). Sim-

ilarly, the optPBE-vdW and the PBE-vdW functionals produce almost identical barrier

heights (4 meV difference). The TS energy calculated using the PBE-vdW (RPBE-vdW)

functional is lower than the corresponding PBE (RPBE) value. Interestingly, dynamics
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performed using the PBE-vdW functional returned a laser-off reactivity slightly lower

than the PBE one, but still overestimating the experimental values (see below). By mix-

ing PBE exchange with more repulsive RPBE exchange (mixing coefficient x = 0.1) we

obtain a barrier which is about 35 meV higher than the PBE-vdW value. Note that the

TS states obtained using the PBE-vdW and the RPBE-vdW functionals are characterized

by somewhat larger rb values than the PBE and the RPBE transition states, respectively.

3.3 The Simulation of Quantum-State Resolved Experiments

We have previously shown [40] that the sticking probability S0 calculated for CHD3

on Pt(111) using AIMD in combination with the PBE functional gave semi-quantitative

agreement with experimental data (see also Figure 3A). The discrepancies between theory

and experiment can be summarized with three points: (i) the PBE-AIMD calculations

overestimate the experimental laser-off reaction probability; (ii) the PBE-AIMD laser-off

reaction probability increases too steeply with increasing collision energy; (iii) the energy

shift between the PBE-AIMD CH-stretch excited and laser-off reaction probability curves

(i.e. the vibrational efficacy of the CH-stretch mode) is too small compared to experiment.

In order to address point (i), we have first performed AIMD calculations using the

RPBE:PBE/0.24:0.76 density functional. The energy shift between the PBE laser-

off sticking probability points and the experimental data at the lowest collision ener-

gies simulated is about 0.1 eV, just like 0.1 eV is the energy difference between the

RPBE:PBE/0.24:0.76 and the PBE minimum barrier heights (see Section 3.2). Results

are plotted in Figure 3 A and Figure 4A, together with the PBE-AIMD results and the

experimental data. As expected from the higher energy barrier, the reaction probability

computed with the RPBE:PBE/0.24:0.76 functional is lower than the PBE value for all

collision energies. Very good agreement with experimental data is therefore obtained

for the laser-off beams at the lowest collision energies (and Ts = 120 K). The laser-off

reactivity at the highest collision energies simulated (and Ts = 500 K) is however only

slightly lowered compared to the PBE results. The small relative change in S0 is presum-

ably due to the fact that the translational energy is so much in excess of the minimum
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energy barrier that the dynamics is not much affected by a 0.1 eV difference in the barrier

height. The use of the RPBE:PBE/0.24:0.76 functional, however, dramatically affects the

reactivity of the CH-stretch excited beams, and the computed reaction probability falls

considerably below the experimental values when using this functional.

In Figure 5A we plot the projection of the center of mass on the surface unit cell

for all the molecules that go on to react, as computed with the PBE functional for the

largest collision energy considered (〈Ei〉 = 1.54 eV). Reaction clearly occurs all over the

surface unit cell, and is not limited to the top site (i.e. the minimum energy barrier

impact site [48, 49]), in contrast to what was observed at lower collision energies [40].

Consistently, the impact parameter distribution, i.e., the distribution of the lateral dis-

placements between the center of mass of the reacting molecules and the closest first

layer Pt atom, is very broad (Figure 5C). A possible explanation for the too steep in-

crease in the PBE-AIMD reaction probability curve (point (ii)), which is not solved by

the RPBE:PBE/0.24:0.76 density functional, could be that the PES corrugation is not

correctly described by the PBE (and RPBE:PBE/0.24:0.76) functional: if the energy

difference between the minimum barrier height and the barrier heights at other surface

sites would be larger, the reaction probability would increase less rapidly with incidence

energy.

Density functionals that account for dispersion interactions have recently been shown

to produce broader reaction probability curves for H2 on Ru(0001) [57]. In order to ver-

ify whether this finding also applies to our system of interest, we have also calculated

S0 for CHD3 on Pt(111) using the PBE-vdW functional. Due to the computational cost

of the AIMD method, we have computed only three sticking probability points using

this functional. The three points chosen are representative of the laser-off reactivity on

the large range of collision energies studied and of the two vibrational state populations

considered. Interestingly, even though the minimum energy barrier calculated for the

PBE-vdW functional is about 40 meV lower than the PBE energy barrier (see Table

3), the reaction probability calculated with the PBE-vdW functional is lower than for

PBE in all cases (see Figure 3B and Figure 4B). In particular, the PBE-vdW laser-off



20

reactivity agrees with the experimental data at the lowest collision energy simulated to

within the experimental and calculated error bars, and S0 is decreased with respect to

the PBE value by about 10% at the highest collision energy. The reactivity obtained sim-

ulating a CH-stretch excited molecular beam is only slightly affected, and the agreement

with experimental data is still good. This clearly shows that replacing PBE with vdW

correlation improves the description of reactive scattering of CHD3 from Pt(111).

If we use an exchange functional of the form of Equation 1, with a mixing coefficient

x = 0.1 in combination with the vdW correlation functional (the RPBE:PBE/0.1:0.9-

vdW functional), we obtain a slightly lower laser-off reactivity compared to the PBE-

vdW functional (see Figure 3 C), which is consistent with a slightly higher dissociation

barrier for the former (see Table 3). The agreement with the experimental data is thereby

further improved. At the highest collision energies considered, theory still overestimates

the experimental data (see Figure 4C), but the discrepancy is considerably reduced with

respect to the PBE calculations.

The RPBE:PBE/0.1:0.9-vdW functional returns as broad an impact parameter dis-

tributions as the PBE functional (the distribution for 〈Ei〉 = 1.54 eV is shown in Figure

5D). Therefore, the reason why the PBE-vdW and the RPBE:PBE/0.1:0.9-vdW func-

tionals return a lower reactivity than the PBE functional even though the barrier heights

of these functionals are equal to or lower than the PBE barrier height, does not to lie

in an increased PES corrugation in the degrees of freedom corresponding to the lateral

motion of the molecule (X and Y ). Similarly, θ and φ distributions computed with the

PBE and the RPBE:PBE/0.1:0.9-vdW functionals for the reacting molecules are equally

broad (not shown). Our results, therefore suggest that the reason for the lower reactivity

of the RPBE:PBE/0.1:0.9-vdW functional lies in a somewhat more difficult access to the

TS that could be due to the more elongated CH bond at the TS (see Table 4). Most

notably, by using the RPBE:PBE/0.1:0.9-vdW functional, we obtain a good description

of the reactivity for the CH-stretch excited beams. Considering the improved agreement

for both laser-off and CH-stretch excited conditions, we conclude that the proposed func-

tional better describes the vibrational efficacy of the CH-stretch mode than the PBE
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functional (point (iii)). An explanation for this is that the TS is slightly ‘later’, since the

dissociating CH bond is 50 mÅ more elongated than with the PBE functional. According

to Polanyi’s rules [60] vibrational excitation should then be more effective in enhancing

reactivity.

Summarizing, the RPBE:PBE/0.1:0.9-vdW functional has been found to generally

improve the description of the CHD3 reactivity on Pt(111) over the PBE functional: a

lower reactivity is obtained in the simulation of laser-off beams (point (i)), a smaller

increase in reactivity is observed over the energy range for which laser-off experimental

data are available (point (ii)) and a larger vibrational efficacy is found for the CH-stretch

mode of CHD3 (point (iii)). The laser-off reaction probability curve, however, still in-

creases too steeply with increasing collision energy, such that the experimental laser-off

reaction probability is overestimated at the highest collision energies considered. Consid-

ering this discrepancy still present between theory and experiments, we consider the aim

of obtaining a SRP density functional for methane reacting on Pt(111) not yet achieved

with the RPBE:PBE/0.1:0.9-vdW functional. If we assume that the AIMD method also

correctly describes the laser-off reactivity of the hotter nozzle beams, our work suggests

that a good functional for this system should exhibit a larger energetic corrugation than

the PBE and the RPBE:PBE/0.1:0.9-vdW functionals. Other functionals that account

for the vdW interaction, like the vdW-DF2 [91], could be tested for this purpose.

As a final note, we mention again that the level of agreement obtained with experi-

mental data using AIMD in combination with the RPBE:PBE/0.1:0.9-vdW functional, is

expected to depend on the computational setup employed in the sense that this functional

would return a barrier about 45 meV lower when using a larger amount of vacuum space

(see Section 3.1).

3.4 Surface Temperature Dependence of S0

Using the functional that returned the best agreement with the quantum-state resolved

experiments for CHD3 on Pt(111), i.e. the RPBE:PBE/0.1:0.9-vdW functional, we have

investigated the dependence of the methane dissociation reaction on Ts. We have con-
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sidered CH4 as various groups measured the dissociation probability as a function of the

surface temperature for this isotopologue [9,11,50,51,53,92], whereas, to our knowledge,

no such data exist for CHD3. This, however, is not much of a concern as here we do not

aim at determining vibrational mode specific observables, for which classical mechanics

is expected to be less accurate when multiple vibrational modes with similar frequencies

are present (as in CH4).

In simulating the surface temperature dependence of the methane dissociation reac-

tion, we have considered data reported by Luntz and Bethune [9] who measured dissoci-

ation probabilities over a particularly wide range of surface temperatures. Although the

largest relative enhancement of the dissociation probability with increasing surface tem-

perature has been observed [9, 50, 51] and predicted [16, 26, 34] for low collision energies,

we have focused here on high collision energies such that the associated absolute dissoci-

ation probabilities are large enough for the AIMD method to be applied with statistical

significance. The collision energy Ei = 1.27 eV has been estimated by the authors to cor-

respond to the maximum of the time-of-flight spectra recorded for the molecular beams,

while the spread of the collision energy distribution has been reported to be 10%-20%

of Ei [9]. For this collision energy, dissociation probabilities are available in the range

Ts = 400 K to Ts = 1300 K. We have (linearly) extrapolated the dissociation probability

as a function of Ts down to Ts = 120 K (see Figure 6). Explorative calculations performed

at the collision energy of Ei = 1.27 eV for Ts = 120 K, returned a reaction probability

too high compared to the experimental data (not shown). This is consistent with the

overestimation of the experimental reaction probability observed also for CHD3 at the

highest collision energies (Section 3.3). However, we consider the comparison between

theory and experiment on the Ts dependence of the reaction to be most fair if it is made

for similar values of reaction probability (rather than for similar collision energies).

We have therefore modeled a translational energy distribution with average collision

energy equal to 1.06 eV, which produced almost the same reaction probability as the

linear fit to the experimental data extrapolated to Ts = 120 K. To model the beam veloc-

ity spread, we have used a stream velocity parameter vs = 3556 m/s and a translational
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temperature relative to the average collision energy equal to 25 K, as also used by Donald

et al. [27] for modeling the translational energy distributions for the experiments of Luntz

and Bethune [9]. This value, in fact, returns a translational energy dispersion in agree-

ment with the 10%-20% range reported in Ref. [9] and corresponds to a width parameter

for the velocity distribution, α, of 161 m/s. Regarding the vibrational energy content of

the beam, we have modeled a Boltzmann distribution of vibrational states according to

the experimental nozzle temperature (as done for the laser-off beam simulations in Sec-

tion 3.3). At the considered nozzle temperature (Tn = 680 K) most of the CH4 molecules

(about 76%) are expected to be in the vibrational ground state.

We have calculated S0 for four Ts values, in the range 120 K 6 Ts 6 1200 K. Table

5 reports the number of differently initialized surface equilibration runs from which the

surface initial conditions have been taken in the molecule-surface simulations and, for

each of the initially imposed Ts’s, the average surface temperatures 〈Ts〉 computed.

The motion of the surface atoms towards the molecule is known to significantly lower

the dissociation barrier [46–49]. In order to verify whether we sample a suitable range of

vertical displacements of the first layer atoms in our model, we have determined the root

mean square displacements of first layer surface atoms in the direction perpendicular to

the surface 〈u2z,1〉
1
2 in the equilibrated slabs and compared with available experimental

data [93–95]. The mean square displacements have been calculated as:

〈u2α,1〉 =
1

Nj

∑
j

(〈x2α,j〉 − 〈xα,j〉2), (2)

where xα,j is the α-th cartesian coordinate of the j-th atom in the first layer, Nj is the

number of (equivalent) atoms in the first layer of the slab considered in the averaging

and the angle brackets represent time averages. The calculated values of 〈u2z,1〉
1
2 are

reported in Table 6 for the simulated surface temperatures. Note that 〈u2z,1〉
1
2 clearly

increases when increasing surface temperature. The experimental range of root mean

square displacements in the direction perpendicular to the surface, as calculated from the

available experimental surface Debye temperature values (for the z component only) [93–
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95] are also reported in Table 6. The values of 〈u2z,1〉
1
2 as computed from the AIMD clean-

surface equilibration runs are in reasonable agreement with these experimental ranges,

validating the way in which the vertical displacements of the first layer surface atoms are

sampled in our dynamical model.

The results are presented in Figure 6, where the dissociation probabilities are plotted

as a function of the initially imposed surface temperature. Figure 6 also shows linear fits

of both the experimental data from Ref. [9] and the theoretical data. Despite the large

increase in reactivity observed in the experiment by Luntz and Bethune, only a moderate

increase of the reactivity with Ts is found with AIMD: the slope in the linear fits (also

reported in Figure 6) is about six times larger for experiment than for theory.

The reason that our model does not describe the Ts dependence of the reaction prob-

ability as determined by Luntz and Bethune [9] is not yet clear. On the one hand, the

AIMD method has already been found [62,96] to underestimate the experimental surface

temperature dependence of the dissociation probability of D2 on Cu(111) [97]. On the

other hand, the extent to which surface temperature enhances reactivity has been ex-

perimentally observed to decrease with increasing collision energy [9,50,51], and Schoofs

et al. [92] even reported that no dependence of the sticking probability on Ts was ob-

served (within their experimental sensitivity [98]) at Ei ≈ 0.7 eV (about 0.3 eV lower

than the collision energy that we have simulated). Moreover, a recent theoretical study

even predicted a decrease of the dissociation probability which increasing surface tem-

perature above a certain collision energy [32]. Further experimental investigation on the

Ts-dependence of the dissociation probability for methane reacting on Pt(111) at high

collision energies is therefore advocated.

3.5 Rotational Alignment Dependence of S0

As for the dependence of the methane dissociation reaction on Ts, we have employed the

RPBE:PBE/0.1:0.9-vdW functional, which returns the best agreement with the quantum-

state resolved experiments for CHD3 on Pt(111), for studying the rotational alignment

dependence of the sticking probability. Experimental data concerning the rotational
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alignment dependence of methane dissociating on metal surfaces are available for the

CHD3 + Ni(100) system [19] and for the reaction of CH4 on Ni(100) [19], Ni(110), Ni(111)

and Pt(111) [38]. In these experiments, linearly polarized light has been used to selectively

excite a specific vibrational mode of the molecule (ν1 for CHD3 and ν3 for CH4) and the

selection rules of the IR-active transition employed have been used to generate rotationally

aligned molecular beams. For transitions in the R-branch (∆J = +1), for instance, the

∆M = 0 and ∆K = 0 selection rules allow CHD3 molecules initially in the rotational

ground state to be exclusively excited (in the laser polarization reference frame) to the

J = 1,M = 0, K = 0 rotational sublevel of the ν1 = 1 vibrational state (and not

to the M = ±1 sublevels). This particular transition, which is generally labeled as

0R(0), produces the strongest alignment for both the angular momentum [99] and the

vibrational transition dipole moment [100]. By varying the polarization direction of the

laser, different angular momentum and vibrational transition dipole moment alignments

can be obtained. The difference in reactivity between the laser being polarized in the

direction parallel to the surface and perpendicular to the surface has been expressed by

the experimentalists in terms of the alignment contrast ∆p, defined as ∆p =
S
‖
0−S⊥

0

S
‖
0+S

⊥
0

, where

S
‖
0 and S⊥0 are the sticking probabilities for the two laser polarization directions.

In the simulation of this type of experiments with AIMD, the choice of the CHD3

isotopologue of methane is preferred (rather than CH4) to minimize the risk that artificial

IVR induced by the use of classical mechanics [101] might affect the computed vibrational-

mode specific reaction probabilities. To our knowledge, the only experiments on the

rotational alignment dependence of the CHD3 dissociation reaction have been performed

on Ni surfaces [19, 39], but similar effects are expected to characterize the reaction of

CHD3 on Pt(111), as the alignment contrast ∆p has been reported [38] to be similar

for CH4 reacting on Pt(111) and on Ni surfaces. Once again, most of the experiments

have been performed for low collision energies (Ei ≈ 0.3 eV). Such conditions cannot be

simulated with AIMD, because the computational cost of the AIMD trajectories presently

rules out an accurate estimate of reaction probabilities lower than 1%. In addition, the

QCT method implemented here is not suitable for dealing with total (vibrational +
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translational) energies which are close to (or lower than) the minimum energy barrier, as

the possibility that tunneling effects may play a role at the low collision energies used in

the experiments cannot be completely excluded.

We have therefore performed calculations for larger collision energies, investigating

the effect that rotational alignment might have for energies at which experimental data

are not yet available. We have sampled a translational energy distribution also sampled

in the calculation of one sticking probability point for laser-off conditions (the point that

corresponds to the molecular beam experiment with 〈Ei〉 = 0.83 eV and Tgas = 902 K,

see Section 3.3; See also Ref. [40] for the translational energy distribution parameters).

A surface temperature of 120 K has been simulated in these calculations.

We have investigated the effect on the reactivity of the excitation of the ν1 mode

through the 0R(0) transition for CHD3, for two rotationally aligned states. We have

simulated molecules initially in the ν1 = 1, J = 1, K = 0 rovibrational state, with the M

quantum number either set equal to 0 or equal to 1. With the space fixed axis arbitrarily

chosen to lay along the surface normal (see also Section 2), light polarized in the direction

perpendicular to the surface selectively excites molecules to the M = 0 state, while light

polarization in the direction parallel to the surface excites molecules in a mixture of

M = 1 and M = −1 states. In fact, the 0R(0) transition excites molecules exclusively

to the J = 1, K = 0,M = 0 state if the laser polarization reference frame is considered,

while variousM states have to be considered if a different reference frame is assumed. We

always chose our reference frame with the space-fixed axis lying along the surface normal.

If we assume only the angle χ between the surface normal and the laser polarization

direction to be relevant for the purpose of the alignment effect investigated here (and

not, for instance, the angle formed with specific surface crystallographic directions), then

the initial rotational state Ψ0 of a molecule can be expressed as:

Ψ0 =
+1∑

M=−1

dJ=1
K=0,M(χ)ΦJ=1,K=0,M , (3)

where the ΦJ,K,M terms are the rotational eigenfunctions of the Hamiltonian for a symmet-
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ric (rigid) rotor as defined in the reference frame where the space-fixed axis is the surface

normal, and the dJK,M(χ) coefficients are the so-called Wigner (small) d-functions [102].

By explicitly writing the expression of the d-functions in Equation 3, we obtain the fol-

lowing:

Ψ0 = − 1√
2

sinχΦ1,0,−1 + cosχΦ1,0,0 +
1√
2

sinχΦ1,0,1. (4)

Therefore, using the reference frame with the surface normal as quantization axis, the

0R(0) transition populates only theM = 0 state for a laser polarization direction perpen-

dicular to the surface (χ = 0◦), while a superposition of the M = −1 and M = 1 states is

obtained with the same transition for a laser polarization direction parallel to the surface

(χ = 90◦). Alternatively, if the laser polarization reference frame was assumed, only the

M = 0 state would have to be considered, and the space-fixed axis would then have to be

rotated to simulate the different laser polarization directions, once again setting up only

the M = 0 state with respect to the quantization axis thus defined.

The alignment of the angular momentum is then strictly related to the alignment of

the figure axis of the molecule (and therefore to the CH bond orientation). Despite the

fact that the angular momentum distribution is different (symmetric with respect to the

origin of the z axis) for molecules in theM = 1 state and in theM = −1 state, the figure

axis distribution is identical for these two rotational sublevels. Assuming the figure axis

(CH bond) alignment effect on the reactivity to dominate over the angular momentum

effect (as also observed experimentally [19,38]), we have only simulated molecules in the

M = 1 state as representative for the experimental conditions with the laser oriented in

the direction parallel to the surface. In the classical picture, the figure axis distributions

obtained when preparing molecules in the ν1 = 1, J = 1, K = 0,M = ±1 and ν1 = 1, J =

1, K = 0,M = 0 states are illustrated in Figure 7: For M = ±1, we have the highest

chance of finding the figure axis forming an angle β = 45◦ (or, equivalently, β = 135◦) with

the surface normal, while the probability of finding the figure axis oriented perpendicular

to the surface is zero (as it is in the whole range β < 45◦ and β > 135◦). For M = 0, on

the other hand, the orientation distribution initially sampled by the figure axis is uniform

in β (Figure 7D), which means that the probability density per solid angle is largest for
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orientations of the figure axis towards (and away from) the surface, while it is lowest for

orientations parallel to the surface (Figure 7B).

The reaction probability values calculated for the ν1 = 1, J = 1, K = 0,M = 0

and ν1 = 1, J = 1, K = 0,M = 1 states as well as the reaction probability calculated

simulating laser-off conditions (i.e. sampling a Boltzmann distribution of vibrational

states), are presented in Figure 8. No effect of the rotational alignment has been detected

within our statistical accuracy: the reactivity of the J = 1, K = 0,M = 0 and the

J = 1, K = 0,M = 1 rotational sublevels of the ν1 = 1 state has been found to be

essentially the same. This result might have to do with the collision energy at which our

calculations have been performed: at low collision energy, where only few molecules can

react, changing the rotational alignment (and therefore the most sampled orientation)

of the molecules has been observed to considerably affect the reactivity [19, 38], while

at larger collision energies, where more paths become available for the reaction, the

rotational alignment dependence of the reaction might become weaker (or non-existent),

as also observed for the dissociation of D2 on Cu(111) [62,103]. This would be consistent

with the fact that the alignment effect for CHD3 on Ni(100) has been observed to become

weaker with increasing collision energy: when going from Ei = 0.31 eV to Ei = 0.73 eV

the value of ∆p decreases from 0.2 to about 0.1 [39]. The reactivity obtained simulating

molecules in the ν1 = 1 vibrational state is considerably larger (a factor 1.6) than the

reactivity obtained averaging over all the vibrational states populated through thermal

excitations. This is consistent with the large vibrational efficacy observed for the CH-

stretch (ν1) mode of CHD3. The excitation of the ν1 mode is also accompanied by a

significant change in the fraction of molecules that dissociate through CH bond cleavage

(see inset in Figure 8): a majority of CD bond breaking is observed when simulating

laser-off conditions, while the CH bond breaking becomes dominant when considering CH

stretch excited molecules. Note that at the collision energy considered, the preference

for ν1 excited molecules to dissociate through breaking of the CH bond is not absolute,

as CD bonds also dissociate. This is consistent with enough (translational) energy being

available for the dissociation of the CD bonds as well. Also, previous work has shown
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how the bond selective character of the dissociation of CHD3 (ν1 = 1) on metal surfaces

is gradually lost with increasing collision energy [25,31,32,89].

4 CONCLUSIONS AND OUTLOOK

We have tested the influence of the exchange-correlation functional EXC on the reactivity

of methane on a platinum surface, using the dissociation of the CHD3 isotopologue on

Pt(111) as a test case. Dynamical calculations have been performed using the AIMD

technique, which is suitable for the purpose of testing the influence of EXC on the stick-

ing probability. In fact, the AIMD method allows the calculation of statistically accurate

dissociation probabilities without the need of introducing a priori dynamical approxima-

tions concerning the evolution of specific molecular degrees of freedom or concerning the

role played by surface atom motion. The sticking probabilities computed here have been

compared to recent quantum state-resolved experimental data and to previous calcula-

tions performed using the PBE density functional [40].

The calculations reveal that a density functional that returns a minimum barrier

height 0.1 eV higher than the PBE functional (RPBE:PBE/0.24:0.76) improves the agree-

ment with laser-off experimental data at the lowest collision energies simulated, but only

slight improvement is observed at the high collision energies, and the agreement is dras-

tically worsened for CH-stretch excited beams. The overall best agreement is observed

for a density functional consisting of the correlation functional of Dion et al. [56], devel-

oped to mimic the vdW interaction, and a linear combination of the RPBE and PBE

exchange functionals (the RPBE:PBE/0.1:0.9-vdW functional). This functional improves

the agreement with experimental data with respect to previous PBE calculations in three

ways. Firstly, the reactivity of the simulated laser-off beams is lowered, both at the lowest

and at the highest collision energies investigated. Interestingly, the barrier height that

this functional returns is the same as for the PBE functional, so that the lowering of the

laser-off reactivity predicted by the RPBE:PBE/0.1:0.9-vdW functional is due to other

aspects of the PES. Secondly, the laser-off reaction probability curve increases more grad-
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ually (less steeply) over the collision energy range for which experiments are available.

This functional, however, still returns a somewhat too high reaction probability when sim-

ulating the high collision energy laser-off molecular beams. In this respect, functionals

yielding interaction energies characterized by a larger corrugation in the X and Y degrees

of freedom are expected to return lower reactivity at the highest collision energies simu-

lated, improving the agreement with experimental data. Functionals that account for the

van der Waals interaction through a different correlation functional [91] might be tested to

this end. Thirdly, the vibrational efficacy obtained for the CH-stretch mode is increased,

as the agreement with ν1-excited experiments remains good. The improved (larger) vi-

brational efficacy of the CH-stretch mode obtained with the RPBE:PBE/0.1:0.9-vdW

functional is most likely due to the more elongated dissociating CH bond at the TS

obtained with this functional.

By using the RPBE:PBE/0.1:0.9-vdW functional, we have also investigated the sur-

face temperature dependence of the dissociation of CH4 on Pt(111), comparing our cal-

culations to experimental data [9]. A modest increase of the sticking probability with

surface temperature has been observed, but the effect observed is smaller than that ob-

served by Luntz and Bethune [9]. With the same RPBE:PBE/0.1:0.9-vdW functional,

we have also looked at the effect of the rotational alignment on the reactivity of CHD3

on Pt(111), at collision energies at which statistical accurate reaction probabilities could

be determined with AIMD (〈Ei〉 = 0.83 eV). The simulation of CHD3 in the M = 0 and

M = 1 sublevels of the ν1 = 1, J = 1, K = 0 rovibrational state colliding with Pt(111)

returned the same reaction probability, suggesting a minor effect of rotational alignment

at the considered collision energy.

Finally, we consider ways in which a true SRP density functional may be derived

for methane reacting on Pt(111), by making further improvements. One possible im-

provement is the use of a larger vacuum space between the periodic images of the slab

combined with starting the molecule further away from the surface where its interaction

with the surface is truly negligible. This would lead to the molecule hitting the surface

with an increased collision energy, and keeping the agreement with the experimental data
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for the laser-off reactivity would require a higher percentage of the more repulsive RPBE

exchange to be mixed in. This could lead to increased agreement with experiment for

the vibrational efficacy, as the barrier would become slightly later. An alternative way

of achieving this within the present (computationally cheaper) set-up is to increase the

molecule’s initial velocity in accordance with the interaction it already has with the sur-

face at a molecule-surface distance of 6 Å. Such a procedure can be justified on the basis

of the dependence of the molecule-surface interaction being essentially independent of the

molecular coordinates other than Z, for Z > 6 Å.

In future studies, in developing an SRP density functional we suggest putting more

emphasis on obtaining agreement with experiment for the CH-stretch excited state over

a larger range of energies than now done. The reason for this is that the quasi-classical

approach should work well for this state: as argued and shown before by us [40] and by

others [43, 44] no artificial energy transfer will occur from the CH-stretch to the other

vibrational modes of CHD3, due to the isolated frequency of the CH-stretch mode. For

this reason, the vibrational efficacy of this mode for promoting the reaction compared

to the vibrational ground state should be well described with quasi-classical mechanics.

Furthermore, it might be better to restrict the comparison to experiments using high

surface temperatures only. The experiments we compare to here that were done for

low collision energies used a low surface temperature (120 K) [40] so that the RAIRS

detection technique [104] could be used [24, 33, 73, 105]. However, reaction probabilities

can also be measured at higher surface temperatures based on either Auger spectroscopy

[13, 14, 19, 38, 106] or the Kings and Wells technique [40, 107, 108]. Using the same and

a somewhat higher (than 120 K) surface temperature for all experiments would ensure

that in the comparison the AIMD calculations can be done for a surface temperature

well above the Debye surface temperature of Pt(111) (in the range 111-143 K [93–95]), at

which the motion of the surface atoms is probably better modeled with classical mechanics

than at temperatures below or near the Debye surface temperature.
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EXC a

PBE 3.975
RPBE 3.991

vdW-DF 4.032
optPBE-vdW 3.990
PBE-vdW 4.014
RPBE-vdW 4.039

RPBE:PBE/0.24:0.76 3.975
RPBE:PBE/0.1:0.9-vdW 4.017

Experimental 3.916

Table 1: Optimized lattice constants (in Å) for bulk Pt calculated using the various tested
exchange-correlation functionals. The experimental value is from Refs. [70,71].

EXC EAds

PBE-vdW 0.214
RPBE-vdW 0.141

RPBE:PBE/0.1:0.9-vdW 0.205
Experimental range 0.17-0.23

Table 2: Adsorption energies (in eV) corresponding to the bottom of the van der Waals
well calculated with various density functionals. The experimental range includes all the
values from Refs. [83–87].

EXC Eb Ec
b

CH4 CD3-H CHD2-D (Sym) CHD2-D (Asym)
PBE 0.809 0.687 0.682 0.729 0.729
RPBE 1.165 1.042 1.038 1.084 1.085

vdW-DF 1.061 0.942 0.936 0.983 0.983
optPBE-vdW 0.762 0.638 0.633 0.680 0.680
PBE-vdW 0.766 0.643 0.639 0.685 0.686
RPBE-vdW 1.096 0.976 0.970 1.017 1.017

RPBE:PBE/0.24:0.76 0.908 0.785 0.780 0.827 0.828
RPBE:PBE/0.1:0.9-vdW 0.799 0.679 0.674 0.720 0.721

Table 3: Transition state energies calculated with various density functionals for methane
reacting on Pt(111). Ec

b and Eb are the minimum barrier heights with and without
zero-point energy corrections (in eV). For CHD3, we consider the configuration with the
dissociating CH bond (CD3-H) and the two configurations with the dissociating CD bond
(CHD2-D), symmetric and non-symmetric with respect to the plane perpendicular to the
surface containing the C atom and the dissociating D atom.
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EXC ZC ZH θdiss β rb

PBE 2.249 1.222 133.2 170.5 1.502
RPBE 2.274 1.218 133.5 169.9 1.534

vdW-DF 2.307 1.220 134.0 168.5 1.566
optPBE-vdW 2.278 1.224 133.5 169.3 1.531
PBE-vdW 2.286 1.217 133.9 169.2 1.541
RPBE-vdW 2.313 1.219 134.1 168.4 1.572

RPBE:PBE/0.24:0.76 2.257 1.222 133.2 170.3 1.512
RPBE:PBE/0.1:0.9-vdW 2.288 1.225 133.3 168.3 1.550

Table 4: Transition state properties calculated with various density functionals for
methane reacting on Pt(111). ZC and ZH are the distance to the surface of the C atom
and of the dissociating H atom (in Å), respectively. Furthermore, θdiss and β are the an-
gles that the dissociating CH bond and the axis of the non-dissociating CH3 moiety form
with the surface normal (in degrees), respectively, and rb is the length of the dissociating
CH bond at the transition state (in Å).

Imposed Ts # surfaces 〈Ts〉 ± σ
120 10 127 ± 17
500 10 485 ± 65
850 9 893 ± 114
1200 12 1228 ± 166

Table 5: Number of surfaces used to sample the surface initial conditions for each of the
initially imposed Ts (in K), and average surface temperatures 〈Ts〉 computed (in K) with
standard deviations.

Ts AIMD Exp. Range
120 0.070 0.065-0.085
500 0.131 0.133-0.174
850 0.177 0.174-0.227
1200 0.233 0.206-0.270

Table 6: Root mean square amplitudes (in Å) along z for the first layer atoms 〈u2z,1〉
1
2

for the surfaces equilibrated at a given Ts (in K). The experimental ranges have been
calculated from the available measured values of the z-component of the surface Debye
temperatures [93–95]).
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Figure 1: Interaction energy as a function of the distance of CH4 from an ideal Pt(111)
surface. We compare the energy profiles for three density functionals (A), for two molec-
ular orientations and surface impact sites (B) and for two computational setups differing
only in the amount of vacuum space between two periodic replicas of the slab (C).
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Figure 2: Above: Illustration of the molecular configurations that correspond to the
images resulting from CINEB calculations. Below: The energy of each image is plotted
as a function of the image number (R and P are for reactants and products, respectively).
The colors distinguish the various density functionals (lines are for guiding the eye).
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Figure 3: Dissociation probability as a function of the average collision energy for CHD3

on Pt(111). Experimental data are compared to AIMD calculations performed with
various exchange-correlation functionals. Error bars represent 95% confidence intervals
in the AIMD data.
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Figure 4: Same as Figure 3, but the focus is on the highest energy points and the sticking
probability is plotted on a linear scale. Error bars represent 95% confidence intervals in
the AIMD data.
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Figure 5: A and B: Bird-eye view of the initial center of mass positions of all the simulated
molecules. Reacting and scattered molecules are plotted as red and white dots, respec-
tively. The blue circles represent the first layer Pt atoms in their equilibrium positions.
C and D: Lateral displacement distributions calculated between the center of mass of the
molecule and the closest first layer Pt atom (impact parameter ρ). The initial distribu-
tion and the distribution calculated at the transition state for the reacting molecules are
plotted as a dashed and a solid red lines, respectively. The initial distribution calculated
for scattered molecules is plotted as a solid black line. All data refer to CHD3 on Pt(111)
at Ts = 500 K and 〈Ei〉 = 1.54 eV.
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Figure 6: Dissociation probability as a function of the surface temperature for CH4

on Pt(111). AIMD calculations performed with the RPBE:PBE/0.1:0.9-vdW functional
(green squares) are compared to experimental data from Ref. [9] (black circles). Lines
represent linear fits of the AIMD and of the experimental data.
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Figure 7: Figure axis (CH bond) orientation distributions in the simulations of rotation-
ally aligned (ν1 = 1, J = 1, K = 0) states. (A and B): Probability density plotted on
a spherical surface. The red (dark blue) areas correspond to the solid angles where the
probability density of having the figure axis oriented is highest (lowest). The z-axis is
also represented as a black line. (C and D): Corresponding β (polar angle) distributions,
obtained integrating the distributions shown in (A) and (C) over the azimuthal angle.
A and C refer to the M = 1 state, B and D to the M = 0 state. The distributions for
M = −1 are identical to the M = 1 distributions.
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Figure 8: Reaction probability obtained simulating laser-off conditions, or simulating
rotationally aligned states (ν1 = 1, J = 1, K = 0,M = 0, 1). The RPBE:PBE/0.1:0.9-
vdW functional has been employed here. The average collision energy is 0.83 eV and the
surface temperature is 120 K. In the inset, the fraction of CH dissociation in the reacting
molecules for the three conditions.


